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PRINCIPLES OF WDRK SAMPLE, TESTING: III. CONSTRT=IONZ AND EVALUATION

OF WORK SAMPLE TESTS

BRIEF

Desirable characteristics of work sanple tests include standard
scales for content-referenced scoring, adequate variance for statistical
analysis, objectivity in structure and scoring, reliability of both
measures and classifications, functional unity in measurent, and job
relevance.

To assure job relevance, a rather deliberate process of dcmin
definition is recomTended. It begins with A thorough definition of
the total job, a job content universe, defined in terms of coponent
tasks, checklist-defined task elemts, and clusters of similar coipo-
nent zasks called task categories. From the total universe, a sanple
(non-random) is selected defining the portiop of the universe important
for testing; this portion is the joo content! dotain. All possible
ways test tasks or itens could be constructed and scored to sample
performance in the job content dcmain define a test content universe,
a universe of all possible admissible operations. Selectrng frcin
this universe, again with no attempt to be random or representative,
is based on practical considerations of time, cost, and mesiqrenLnt
feasibi lity and yields a portion of the possible universe which is the
test content domain. Fran this domain, test specifications are pre-
pared and, Lf the test is developed acconding to those specifications,
either (a) it will be unarguably job relevant, or (b) the question of
relevance will be directed toward the domain definitions rather than
toward the test.

With test specifications establi shed, a work sanple test is
developed by a panel of qualified experts who are k ..klgeable about
the job and who have also had sone training in the pri ]ration of test
item. Iters for work sample tests my include conventional written
item testing job knowledge or practical item based on the total job,
on sam direct sanple of the job dorain, or an abstraction from the
doarin. Methods are presented for systematizinq panel judgments of
item relevance.

Scores on the test should, for a work sanple, be interpretable in
terns of the content rather than only with reference to norm groups.
That is, work sanple tests should be content-referenced rather than
norm-referenced. Sone alternative methods of scoring are presented
An emphasis is placed on test development and scoring using latent
trait theory, which provides a standard content-referenoed interpre-
tation that can be independent of the distribution of a given sample

i
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of people and of the particular set of items chosen for testing a
given individual. An alternative system involving a priori scaling
is also discussed. The practice of reducing all scores to a pass-
fail dichotcey is discussed (procedures for doing so are briefly pre-
sented) and discouraged. For work sanple tests, level of mastery
seems more inportant fran a measurement perspective than classifica-
tion as a nester; degree and direction of misclassification is more
irportant than the nere fact of misclassification.

Generalizability theory is briefly discussed in this report,
although a more detailed discussion of it is reserved for the fourth
report of the series.

The evaluation of a work sanple test should emphasize job rele-
vance and generalizability. Other evaluations to be considered
include reliability (with perhaps greater enphasis on the reliability
of the scores as measures than on the reliability of classifications),
accuracy of measurement, information curves, construct validity (with
an enphasis on examining alternative explanations for scores), and
in some cases evidence of predictive or other criterion-related corre-
lations.

The paper concludes with seven basic principles of work sanple
testing: (1) choices of job content domains need justification, (2)
test content dcmains should be as congruent as possible, (3) scoring
procedures should strive toward fundamental measurerent, enphasizing
transitivity within a reasonably homogeneous domain, (4) scores should
permit assessment of levels of proficiency rather than mere dichotnmies,
(5) opportunities for irrelevant influences on individual scores
should be minimized, (6) scoring of work sanple tests designed for use
in large, multi-location organizations, should be standardized on a
content-referenced scale applicable to the organization as a whole,
and (7) scores on a work sanple test given in a setting of institu-
tional control and standardization should generalize to a variety of
field settings.
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INTRODUMON

At least since World War I (Yerkes, 1921), paper-and-pencil

testing has been accepted as the prototype for psychometric theory.

The massive testing programs initiated and carried out by the Arny

during that war were expanded in military services and in employment

settings during the years between wars. By World War II, psycholo-

gical testing for classification purposes, primarily using paper-

and-pencil tests, was widespread. The Aviation Psychological Program

(Guilford, 1947) used a few apparatus tests, such as measures of coor-

dination and dexterity, but these were oddities in the qeneral

classification test batteries. Since World War II, testing practice

has continued to be dominated by paper-and-pencil tests, mainly

measures of knowledge or of cognitive variables.

Concomitantly with the growth of the use of the paper-and-

pencil tests was growth in the development of the psychonetric theory.

Beginning with Thurstone' s famous monograph on the primary mental

abilities (Thurstone, 1938), through the factor analytic work in the
Aviation Psychology Program, the publication of the onumental text-
book by- Lord & Novick (1968), and a substantial literature since, the

theory of mntal tests scores has moved from a few bi 2- equations
into an astonishingly conplex mathematical structure.

No corresponding effort has been expended in the measurement of

performance variables. Performance testing also dates back to before

World War I, but in the Army, these tests were limited pretty much to

testing for intelligence, not proficiency at designated tasks. The

Steiaist Test of Mechical Proficiency (requiring the assembly of

commn objects) was used as a group test of intelligence for "illit-
erates a=nd foreigners." It was replaced by the beta examination.



"%ie chief objection to it was its low value as a measure of intelli-

gence. Even with unselected literate mey. it correlated with examina-

tion a only to the extent of 0.45 to 0.55' (Yerkes, 1921, p. 321).

If such tests had been evaluated as measures of performance variables

rather than as measures of cognitive variables, and if the level of

research and theory given to performance measurement even partially

matched the work done on cognitive measurement, the potential value of

measurement by work samples might have been realized long ago. Work

sanples yield more nearly fundamental measurement with less reliance

on norm and with potentially less likelihood of contaminating sources

of variance. In contemporary society, a major problem with paper-and-

pencil testing is the charge of bias. Since bias seems largely due

to irrelevant variance, performance variables measured directly by
performance techniques may either show less evidence of discriminatory

inpact against women and minorities or be taken as evidence that

observed group differences are real.

EXAMPLES OF WORK SAMPLE TESTIN

A work sample test is defined here as any standardized and scor-

able procedure in which people are asked to answer questions, solve

problem, produce or modify objects, or otherwise demonstrate know-

ledge and ccopetence in tasks drawn fra a job content domain. This

is a broad definition. It is broad enough to include as a work sample

test a systematic set of probationary assignments on which perform-

ance is systematically evaluated or "scorei." It can also include, as

a different extreme, a paper-and-pencil test of the knowledge identi-

fied as part of a job content domain. It can include literal job

assignments, or simulations that faithfully reproduce aspects of such

assignments, or abstractions from job assignents that appear to be

artificial but reproduce essential or crucial aspects of an assignment.
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It includes tests developed as criterion me-tsures, training devices,

predictors, or standards for certification. However, it does not

inciude tests that involve varieties of common tasks, even maEnpula-

tive tasks, unless performance on those tasks can be shown to be part

of a specified job content domain. By this definition, a typical test

of typing speed and accuracy, for example, does not beccme a work

sample test until the job content domain it samples is specified.

The variety of possible kinds of work sample proficiency tests is

limited only by the variety of jobs and the imaginations of the test

developers. Asher and Scia-rino (1974) cited over eighty published

accounts of work sample tests -- with virtually no overlapping exami-

nations.

A six-year study of bias conducted by the Educational Testing

Service in cooperation with the United States Civil Service Comiission

(Campbell, Crooks, Mahoney, & Rock, 1973) used work sample criteria

for two of the three occupations studied. An attenpt to develop a

work sample for medical technicians was abandoned as unsuccessful.

However, three kinds of work samples %ere successfully developed for

Cartographic Technicians: one involving the compilation of contour

lines, another extracting drainage systEmi and culturJ 1k tail from

vertical aerial photograplhs, and the third requiring a geometric

restitution of information from oblique aerial photographs. An
In-basket exercise was developed for Inventory Managers; it simulated

decisions and cormunications concerning inventory following the

Military Standard Requisitioning and Issu Procedure (MILSTRIP). A

hypothetical new agency was "created" for the exercise.

Some work samples involve 3 great deal of ingenuicy in their

construction. Rubinsky and Smith (1973) sirmlated a bench grinder's
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job for an experimnt in safety training. The simulation was so

organized that an "accident" was signaled by turning on water jets.

If the operator was standing in the correct place, he was not sprayed

("injured"); otherwise, he got wet.

In what ranks high as an understatement, Root, Epstein, Stein-

heiser, Hayes, Wood, Sulzen, Burgess, Mirabella, Erwin, and Johnson

(1976) described the background for REALTRAIN in these terms, "A

combat environmnt, which involves the violent interaction of two

mobile opposing forces who are out to destroy one another, is diffi-

cult to simulate" (p. 1). The REALTRAIN exercise, in its various

stages of development, seems to have had applied a substantial degree

of ingenuity in simulating the critical component of conbat experience,

the knowledge of whether one has killed or been killed. In the REAL-

TRAIN exercise, an initial procedure used telescopic sights for iden-

tifying a nurer on the helmet of an opposing soldier. Upon reading

the other soldier's nuber through the telescopic sight, the soldier

fired a blank round and reported the number to a controller who, by

radio, identified the casualty to a controller with the opposing

force. Knowledge of results with this technique was acconplished in

five to ten seconds (Schriver, Mathers, Griffin, Jones, Word, Root, &
Hayes, 1975). In describing the RFALTRAIN exercise, Lhlaner, Drucker,
and Carm (1977) reported an adaptation using lasers to simulate the

direct fire characteristics of a nunber of weapons. Firing a blank

round keys the firing of the laser; the method reduces the discrepancy

between accurately sighting a target and accurately hitting it.

An abstract %ork sanpe rei)rted by Crant and Bray (1970) was

developed originally as a Lraining device called the Iearning Assess-

ment Program (LAP). The LAP abstracts skilled activities from seven

levels of telejionv, installation craft wozk. The first four refer to
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fairly conventional kinds of telephone installation, while the last

three are abstracted from higher level jobs. A person tested under the

Learning A-sessment Program could have up to three weeks to learn and

demonstrate the seven levels of proficiency; scores were highest level

completed, highest level passed, and time taken to conplete the pro-

gram.

In som jobs a simulation exercise can be required and organized

so that the thought processes and judgments can be tested using multiple-

choice test items. An example is the examination procedure of the

National Council of Art-itectural Registration Boards (NCARB, 1976).

In its 1975 examinatio4 the task was to design a performing arts

center for Scottsdale, Arizona. The four-part, two-day examination

included detailed information about the cormmunity, the needs, legal

requirements, and other matters. A variety of environmental, program-

ming, design, and constrtction questions were asked. The examination

materials, including actual item, was subsequently published ( WRB,

1976) along with the announcenent that the 1976 examination would

center on designing a facility for a prison infirmary and health

center. Approxinmtely eight pages of advance information about the

examination were presented along wi th a substantial biblixraphy of

useful background bxoks and articles.

An architect's work is essentially information processing; the

quality of his final product is a matter of taste, but the necessary

thought processes Ieadinq to that product are objectively known;

a paper-and-pencil test can therefore be a satisfactory work sarple.

In some jobs, hcever, excellence in the work process is rather irrel-

evant if the outci.e is por. Also, somre jobs are so designed that

an individual cann t do them alone; the measure;;erit of proficiency

must use a work group rather than an individual as the unit of analysis.
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An example of both problem is tank warfare. An excellent know-

ledge of battle theory or weapon nmenlature is of little value if

the tank crew cannot hit a target and makes itself vulnerable to being

hit; moreover, hitting targets and staying protected is not a one-man

1,I job. A proficiency test of tank crew gunnery has been developed and

reported by Wheaton, Fingerman, and Boycan (1978). It consists of a

set of simulated test engagements involving different types of targets,

different required behaviors of individual crew mabers, and some

practical constraints on the use of main gun ammunition.

Work sanple tests, with an enphasis on job knowledge, are used

in many state or trade licensing or certification programs. They

vary not only in content but in quality. Shirberg, Esser, and Kruger

(1973) have reviewed licensing practices and policies in different

states and in different occupations, and they present a dismaying

picture. Mbst such tests are written examinations; Shinberg, et al.

identify problems with written examinations under four headings: lack

of planning, over-reliance on unreliably scored essay tests, poor

quality where multiple-choice questions are devised, and lack of item

analysis. Even the performance portions of such tests are frequently

inadequate because of failure to sanple crucial skills adequately, the

failure to standardize procedures, and the lack of reliable or appro-

priate scoring procedures for evaluating performance.

DFSIRABLE CHARACTERISTICS OF WORK SAMPLES

A work sanple test is an operational definition of proficiency

in some aspect of performance of the work sampled. The requirerents

for evaluatinq a test sinply as a satisfactory operational definition

of proficiency level, as outlined in the second report in this series,

are always ixportant in work sanple testing. If these have been
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satisfied, it seems unnecessary in most cases to consider still fur-

ther requirements.

In many certification testing situations, however, some further

problems intrude themselves. These situations include state or trade

* "association certification examinations, or qualifying examinations for

proimotions, where the examinations are to be administered repeatedly

or at various times and places in a multi-location organization. The

Army skill qualification testing program is an example of the latter.

The organization is by no mans small, the jobs occur in many locations

throughout the world, and the necessity to certify qualifications is

a continual one. In these circumstances, there are some additional

questions to be considered in the construction and evaluation of work

sample tests.

STANDARD CONTW-EFEREED SCORFS

Scores on a work sample should be interpretable in terms of test

content and its relationship and the interpretation should be standard

across examiners, locations, times, and conditions. There are several

ways to standardize interpretations of scores. The simplest, although

it is the most difficult to defend, is to interpret each score as

either above or below an arbitrary cutoff point classifying examinees

either as masters or as non-masters. Mich of the literature on

criterion-referenced testing in education seems bent on such a loss

of information, and loss of information is the best description of

most dichotomous scoring. It is mucd more useful to refer to the

level or degree of mastery, a pxoly&xtomous scoring system.

Itien we thLtk of standard scores, we typically think of the

z-score scale, with its mean of zero urkl a standard deviation of 1,
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or of a linear or nonlinear transformation of it. Many linear trans-

formations have been used; nonlinear transformations are ordinarily

chosen in an effort to normalize obtained distributions. Examples

include the familiar stanine or McCall's TI'-soore with its mean of 50

and standard deviation of 10. These are the standard norm-referenced

interpretations of scores, and they can be quite useful for many pur-

poses. They are, for example, extremely useful for interpreting

scores on aptitude tests or on measures of personality or attitude
variables.

They are not, however, desirable interpretations of scores for

work sample performance. A T-score betwe.,n 40 and 60, for example,

means only that the examinee perform about like nearly everyone else,

at least in the normative sample, but it tells nothing about his level

of mastery. Some form of content-referenced scale is usually necessary

to provide adequate meaning for a work sample test. At least three

kinds of content-referenced scales can be devised.

1. occasionally, a group of expert judges, considering the
examination in detail, will arive at a system for establish-
ing an arbitrary cutting point or standard above which mastery
may be claimed. Where such a standard is established, scores
can be interpreted in terms of linear distances from that
standard point. This can be a useful scale, but its value
depends on how widely the standard is accepted.

2. A priori scaling can provide a basic reference scale. If a
subset of test components or item form 3 scale, then total
scores can be interpreted with reference to that scale of
selected items.

3. If latent trait analysis is used, the test can be scored on
the basis of maximum likelihood estimates or other estimates
alonq a "sample-free" scale of underlying latent ability.

There is a slecia1 advantaqe associated with the last two examples.

- 8-



If a work sanple can be scored on an absolute scale, whether this

scale be calibrated by latent trait analysis or by older scaling tech-

niques, it will solve a long-standing problem in criterion-related

validation. If the criterion is neasured on such a scale,

then a predictor variable that has been used to select people
can be revalidated despite sanple hcwqeneity. As Peterson and

Wallace (1966) pointed out, the use of a valid predictor often results

in suzh restricted variance that evidence of validity can no longer

be obtained by conputing validity coefficiezts. If the criterion

measure is a work sanple, xwever, and can be predicted with absolute

predictions, then follow-up validation is possible by ccmputing the

variance of the errors in prediction and compaiing it to the overall

criterion variance in the original validation study.

VARIANCE

There has been a substantial controversy over the imrportance of

variance in work sanple testing (Popham & Husek, 1969; Millran &

Popham, 1974; Woodson, 1974). The issue seems to center on the obser-

vation that an educational achievement test showing that everyone in

a class has mastered the curriculum objectives by the end of jhe term

is not necessarily a bad test; the lack of variance ,ay simply mean

excellent teaching. It may also mean poor measurement. The effect

of training seems generally to be an increase in individual differences,

not the elimination of them. Absence of variance in scores ought not

be confused with absence of variance in the underlying variable being

measured by them.

Quite apart from theoretical issues, there are practical reasons

for seeking variability in test scores. one is that levels of mastery

cannot be identified without individual differences in scores. Another
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is that one can never be sure that low variance does not simply indi-

cate an excessively easy test. Of course, it may be useful to minimize

variance within groups while maximizing varian'ce between groups. As

Millman and Popham (1974) point out, this is a question of validity,

and of criterion-related validity at that.

However, if this is one's essential purpose in testing, then the

objective of test construction should be a bimodal. distribution of

scores. In the ideal case, the discrimination values of the items is
said to be about .5 (if half of the total sample is classified as

masters and the other half as non-asters), and the average item

correlation is 1.0. If this were the case, of course, everyone would

achieve either a perfect score or a zero score, and a single item

would have done as well as the total test. Since the ideal is never

achieved, different item represent replications, and the more realis-

tic goal is to obtain as little overlap as possible betveen the distri-

butions of masters and non-masters.

This seems to be, however, a shortsighted objective in work sample

test construction. For most purposes, the distribution of scores

should probably be somwhere between a rectangular dnd a normal distri-

bution. Such a distribution contributes to versatility in test use

so that the sane investment provides a test for identifying different

levels of mastery, for validating aptitude tests, and for diagnosing

organizational ills as well; moreover, its use can continue even if

performance standards change.

PSYCHOMETRIC CONSIDERATIONS

Work sample tests tend to be reasonably objective. However, their

ob3ectivity, as defined in the preceding report of this series, can be

-10
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spoiled by distortions in response, characteristics due to restric-

tive or ambiguous format, poorly motivating testing conditions, or

unreliable scoring. Mhere observers are used, scoring procedures

should be defined so completely that high levels of intersoorer

agreement, or conspect reliability, can be achieved.

It is useful to distinguish the reliability of measurement from

the reliability of classification. If the test is to be used for

classifying people into those who are certified and those who are not,

or into multiple categories, then the reliability of the classifica-

tions achieved is an issue of importance. It is, however, an issue

independent of the reliability of measure ent as such. More will be

said on this in the next major section; at the present time, the enpha-

sis is on the reliability of neasurenent.

'That is, the empiasis is on attempts to assure, at the very

least, a minimal effect of random errors of measurement. This is

the essence of the classical concept of reliability: the extent to

which a set of measurements is free from random error variance.

The classical definition of reliability is minimal. Where one

wants to generalize the inferences from test scores to "real-world"

inferences, assessment of random error of variance yields a necessary

but insufficient evaluation. A more important and more qeneral concept

is freedom from irrelevant sources of variance, which is the classical

concept of validity. There are systematic errors of neasurernt as

well as random errors; in the construction and evaluation of work

sample tests, one should be particularly alert to sources of systematic

error.

Moreover, one should be alert not only to sources of error
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variance, but also to sources of error in individual scores. Since

the score on a work sample test is likely to be interpreted in terns

of a standard or underlying scale, the test may be useful even in the

isolated case where the proficiency of only one person is measured.

A satisfactory masuring instrument could be used only one time, for

only one person, yielding a score interpretable in term of test con-

tent. Ihis can only happen, however, [f the tester can evaluate the

degr ee to which that one use of the test is free from irrelevant kinds

of error, even in the absence of a group for which to conpute variance.

PREVIE

In the sections that follow, procedures will be proposed for

determining domains, establishing test content, scaling test conpo-

nents, and studying the generalizability of scores. In each section,

the different ixlications for tests of job knowledge, literal work

sanples, or abstractions of literal work assignments will be discussed.

All of this will be offered for the "ideal case" -- not for routine

testing. In a given testing situation, some of the recomiended proce-

dures will be superfluous. In scne situations, certain of these proce-

dures will not be feasible.

Despite the differences between generally idealistic prescrip-

tions and the realistic requiremnts of specific situations, there is

a value in being unabashedly idealistic: it provides a conceptual

standard against which one can assess the irnportance of deviations

fran the ideal in real cases. W.thout such a conceptual standard,

th" gradual progress toward im)rovenvnt -- which is an attainable

ideal - is unlikely to occur.
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DOMAIN DEFINITIONS

Ordinarily, the terms content universe and content domain are

used interchangeably. In these reports, however, they have been

distinguished; a domain is defined as a not-usually-randn sample of

a universe. The distinction is made because it offers a useful guide

for thinking about judgment processes. It is not intended as a

necessary and formal requirement for effective content sampling;

nevertheless, the procedures implied by the distinction seem useful,
particularly in job analysis.

Although job content domains and test content domains have some

different elements in their definitions, both definitions begin with

job analysis. The analyss of a job into its component functions can

take many forms; the approach outlined here, including the use of the

results of the analysis, is suggested primarily as a procedure assur-

ing job relevance of the final test specifications. It begins with a

global definition of a job content universe and ends with the speci-

fications for test construction.

Three terms require definition:

1. A component task is a preliiua-ry statement, in rather
broad terms, of a major activity, task, or responsibility
of the job. It may be an appropriately formalized sentence
such as " (Takes action) in (setting) when

(actioncue)T occurs, using (tools, knowledge,
or skill) .'

2. A task element is a simple statement describing a detail of
the component task; it may describe a vmment, a judgment,
a source of information, or some other aspect of the broader
task. Task element statements may be arranged in the form
of a checklist; the same task element may be part of more
than one component task.

- 13 -
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3. A task category is an epirically-identified group of compo-
nent tasks sharing a common general pattern of task elements.

The precise nature of the formal sentence may vary according to

the nature of the job. For example, %beaton, et al. (1978), in their

study of Tank Gunnery Tests, used a fornrula somEwhat like this: "Given
equipment and target under

conditions, a tank crew in pcsition will open fire

within seconds of the alert elenent of the command, and

neutralize the target within seconds using no nore than

_ _ _ rounds." Mheaton, et al. described such statennts as

"job objectives." Their terminology grows out of formal training for

tank crew members and follows the language used by educational measure-

ment specialists in writing about criterion-referenced testing. It is

commDnly asserted in that literature that the unit of analysis in

content-referenced measurement is the instxuctional objective.

The broader term, task component, has been chosen here because

content-referenced tests are used for many purposes other than assess-

ing the outoome of instruction. Whether the j b incumbent brings the
ability to carry out a particular task with h in, learns it in formal

training, or picks it up on the job is of relatively little consequence

in defining the nature of the task. To be sure, in nearly all state-

ments of coponent tasks are statements of things the incumbent is

expected to be able to do; in that sense they are objectives. The

present discussion, hxever, will attenpt to evade the overtones of

instructional objectives by referring to component tasks.

one component task for an electrical appliance repair person

might be "Repairs television set in customer's hone at customer's

request, using tools in portable kit and knowledge of circuits in that
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nodel and general electronic knowledge". A task elenent within that

component task might i nclude checking vacuum tubes for conformity to

specifications. A given task element, such as checking tubes, may

show up in other component tasks; it may, fo.- exanple, be necessary

to check tubes in servicing certain electronic air filters. Another

task elexmet, "disconnect line cord," would apply to virtually every

repair job that he may undertake.

A subjective analog of the task category is the Army's "duty

module concept" (Iuffy, 1976). A closer exa-ple of what is inplied

by the term task category is provided by Wheaton, et al. (1978) in

their cluster analysis of job objectives or, to use the terminology

here, preferred task coTponents.

It should be understood that the cluster analysis identifyinq a

task category is not a cluster atialysis of checklist item. In the

language of Tryon and Bailey (1970), the analysis of checklist state-

ments is a V-analysis, a clustering of variables. The identification

of task categories, on the other hand, uses what th-ose authors called

an O-analysis, a clustering of objects according to common profiles.

The objects, in this case, are component tasks; ouiponent tasks with

the sane profiles of task elements are, for practical purposes in

testing, essentially similar tasks, and they may as well be assembled

under a common heading.

DEFINITION OF JOB CONTFNT [JNVEkE

Job analysis may beqin by intervice inq job incumbents or their
supervisors, alone or in a group, to develop a set of cxmponent tasks.
The procedure can be expedited by a list of action verbs that can
beqin the stylized statennrits of cate7oie.. Exaxrles of apropriate
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action verbs include "decides," "repairs," "inspects," "assembles,"

"lubricates," and so forth. The use of key action verbs is more

effective if there is a standard set of such verbs, as there is in

the Air Force (Fbley, 1977). Such a list, how.ver, is not necessary,

at least in a group interview, because the crucial list for a given

job can be developed on an ad hoc basis. Once the verb for the formula

sentence has been selected, tle other blanks can be filled in relatively

easily, and the first sentence is the hardest.

A job with a large number of component tasks may require a

second round of interviews to verify the information obtained in the

first. The process of verification is probably less concerned with

checking the accuracy of the earlier statements than with stimulating

the development of additional ones or of combining those for which

the differences are obviously trivial.

When ri-e coxnnent tasks have been completely identified, task

element statements may be written and asserbled into job description

checklists. As a general rule, a task-oriented checklist provides

a more direct set of specifications for wrk sample test construction

than does a worker-oriented checklist. The latter is very useful in

identifying predictor variables, training content, or the essential

processes conirisinq a component task, but it seems less useful in

defining the principal activities of the w)rk sample.

Each component task may require several kinds of task element

statements. Small panels of job incunbents or supervisors should

probably do the initial writing. It may b:! better if they work as a

committee rather than individually if the qrorp activity will stinulate

thinking. They should write task e.emant statements under a number

of different headings. One heading might be sources of information
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or material used in carrying out the task. Another heading might

involve work processes: physical activities, perceptual judgments,

or cognitive tasks expressed as specific decisions or judrgments to be

made. Specific actions or accomplishments can be another category,

and still another might include prerequisite knowledge utilized in

deciding on courses of action or carrying oat required actions.

Despite repetition, elements should be listed under each component

task. Each statement should be presented with a response scale for the

evaluation of the importance of the elements, their duration or fre-

quency of occurrence, percentage of total work time or level of skill

they require, or any other scale the panel of ex'e-rts deem appropriate.

The experience of the present writer is that it makes very little

difference what scale is used to describe tLe task elements since the

various scales correlate very highly. The ioortant consideration is

that members of the panel themselves, and the workers they represent,

will feel comfortable in using the scale chosen.

After a pilot study to assure clarity and completeness, the job

description checklist should be administered to a large sample of

incumbents or supervisors. The sanple completing the checklist should

be representative of potential diversities within the ,igcianization.

If the job appears, for example, in regionally scattered installa-

tions or in installations varying markedly in size, then incumbents

from each of the regions or each installation size should be surveyed.

The survey can usually be done by mail, although interviews may be

helpful if the checklist is complicated.

Data from the survey should be analyzed to identify the most

common elements making up individtl component tasks across sample

characteristics such as region or installation size. Some task
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elements may be an actual part of the component task for only some

respondents. Elements of a component task that are idiosyncratic to

individuals or subgroups do not really define the task.

one might do a cluster analysis of all task elements and deter-

mine cluster scores for each caT~onent task by averaging across respon-

dents. Each cmponent task will then have a profile consisting of the

same number of points as clusters in the checklist. If there has been

sufficient uniformity of checklist item from one component task to

another, these profiles can be compared in developing tas!' categories.

Clusters of component tasks with similar profiles identify task

categories. The job content universe consists of the set of task

categories, each defined by its own characteristic profile of task

elements.

In developing the Tank Gunnery Test, Wbeaton, et al. (1978) iden-

tified a list of 266 job objectives (component tasks) and 114 behavioral

elements (task elements) of those "objectives." Assigning a dichoto-

nus classification of either one or zero for each cell of the matrix

(based on a restrictive assumption of a first-round hit), indicating

whether the behavioral element was in fact involved in the job objec-

tie (component task), they cluster analyzed that matrix. The results

of the analysis identified 16 relatively harogeneous clusters in terms

of the behavioral elements that adequately defined the domain of

interest if not the total job universe.

DEFINITION OF JOB CONTFNT DOMAIN

The cooplete list of carponent tasks, each of which is defined

in term of its own list of task elements, offers a thorough defini-

tion of a job content universe. Thne definition of the job content
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universe is redundant and can be. simplified without serious information

loss to whatever degree ccmponent tasks may be clustered into task

categories. Further redundancy exists because certain task elements

are repeated far more freqently than others across the various cate-

gories. A random samlre from the job content universe would, there-

fore, produce an unnecessarily redundant examination. Mreover, sre

parts of that universe way be trivial for the purposes of testing.

The definition of a job content domain is a matter of sampling

from the job content universe, but it is by no means a matter of randm

or representative sampling. The sanc, ing strategy should fit prede-

termined objectives. In the gunnery tests, for example, Meaton, et

al. developed a sampling strategy based on an "index of generalizability."

Generalizability in this case is a function of the number of behavioral

elements (task elements) in one component task that are also included

in one or more other component tasks. They had decided that there

would be proportional representation from each of the task categories

according to the number of component tasks they contained. If propor-

tionality suggested that one single ccponent task would be chosen from

a given category, it would be the one with the largest index of gener-

alizability. If proportionality required two coxponent tasks, then

those with the largest indices of generalizability w(;rk chosen, and so

on.

Several judgments iuch as these are made in defining a job content

domain, and they should be made by a panel of experts consisting of

job incumbents, their supervisors, or both. (Systems experts, indus-

trial engineers, ,r others may be useful for some panels.) For a

test designed to certify competence, such a panel needs to determine

which kinds of task elemnzts are the essential or critical elements

in the various task categories. Decisions made at this ooirt will
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greatly influence subsequent decisions whether to develop a test

maasuring hands-on performance, a written test of job-related decisions

and judgments, or a job knowledge test. These decisions will not

necessarily come easily; the test developer may expect somtims acri-

monious debate between those who believe that nothing matters but the

real results of work and those who believe that good results are attri-

butable only to dumb luck in the absence of well-informed judgment.

Somehow, however, the different opinions must be reconciled and a

consensus reached about the criticality of the task elements. What

seems to be important in making these judgments is that strategies

for selecting the sanple of component tasks or task elements fromn the

total universe be developed clearly, be accepted by the panel of

experts who must make subsequent judgments, and be reasonable in the

light of the objectives of work sample testing.

DEFINITION OF TEST CONTE~t UNIVERSE

In his chapter on test validation, Cronbach (1971) referred tn

the "universe of admissible operations." later, in the monograph on

generalizability theory, he and his colleagues refer.trd to tI~e
'"universe of admissible observations" as the basis for domain defini-

tion (Cronbach, et al., 1972). The terms are doubtless interchangeable,

but a possible difference of emphasis that makes a bit of word play

instructive for the definition of work sai.ple universes and domains.

Cpaition seem to imply doing something; admissible operations

might be the acceptable things test builders do in providing the

stimilus material or that test takers do as resporses to that material

-- the st.ulus-response content of the test. Observation seems in

addition to irply noting and evaluating w.at the test taker does -- the

scoring content of the test. For work samples, at least, it seems the

more inclusive term.
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The Universe of Admissible observations. It is very difficult

to imagine a work sample performance test that does not involve measure-

ment by direct observation. The measurement of such a test is the

result of an evaluation either of the procedures used in carrying out

the requisite tasks or of the evaluation of the results of task per-

formance. In either case measurement depends on some form of observa-

tion or an observational aid. It is Lnlikely that credence could be

given to descriptive accounts by job incumbents about the work pro-

cesses, not because of poss:ible faking so much as because jobs tend

to become automatic. People who know how to do a job well simply do

not know for sure what they do. If it is a product of the work that

is to be evaluated, some form, of inspection is needed. Inspecting is

careful observing. It may be aided by various kinds of physical

instrumentation ranging frm nothing more ccplicated than a ruler to

massive equiprrent for testing stresses or breaking points, but the

final responsibility for judgment in the inspection of a product rests

with the observer; ultimately, therefore, the measurement of job
proficiency trouqh the evaluation of the products of %ork is a form

of direct observation.

A definition of a test content universe must. specify both the

stimulus materials (the assignments or t1iLestions) aid the qeneral form

of probable or permissible responses (1p.rformance or answers) . If it

is a work sample test, the stimulus-resx)nse content must be drawn

from the job content domain. The scorinq content, 1icever, does not

exist in the job content dotmin, at least not ordinarily. It must be

an added factor, and the emphasis on watching arnd scoring implied by

speaking of observations makes it iseful to define a test content

universe as a univcrse of admissible observations.

In their qeneralizability monDxraph, Cronbch ' - al. (1972) point
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out that any observation can be described in the context of certain

conditions. These may include such considerations as the nature of

the task, the environmental setting in which it is performed, the

time of day, or the level of external control over performance among

many other possible considerations. Each of these is a facet of the

observation, and there can be limits to the range of conditions within

each facet of interest. In Army testing for skill qaolifications, for

example, environmental hostility can range from nearly none at all to

combat conditions. One may decide on either technical or social bases

that the admissible or acceptable set of envirorrental conditions for

purposes oz testing people may be limited to simulations of certain

features of the conoat condition.

The task caionents and sae other facets of the universe of

adissible observations are specified in the job content domain. These

are not enough for testing. Other facets or conditions must be added

to produce a generalizable set of scores. This is why a test content

universe or domain cannot be equated with a job content domain. The

added components must be added with careful, informed, and systematic

judgment by qualified experts, and attempts should be made to consider,

even if ultimately to reject, any potential element in the universe of

admiss Lrle observations.

Item Foris. A useful guide to the development of a universe

definition is the concept of the item form (Hively, Patterson, & Paqe,

1968). The research reported by Ilively et al. described item forms

for a test of basic arithntic skills -- clearly a finite universe
considerably smaller than the universe for -=-s-t .work-sample testing.

However, the stylized sentence suggested for the identification of

component tasks can be used ,-o ievelop item forms for work samples.

Aditional elements ae needed, including elements for defining the
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circumstances of observation, tne methods of scoring, and som given

conditions to be assured. One item form for the electronics repair

wrk might, for example, follow the form: "Given (diagnostic data)

about. a malfunction in (product) , and given (conditions)

candidate must (locate and replace) malfunctioning (part)

with the vxrk or response evaluated by (method of observation or

scoring) ." That particular item form may suggest many specific
items. With all blanks filled, a change in any one of them defines

the content of a new item. If the malfunctioning part is a condenser,

replacing it may require soldering, and the solder connections can be

evaluated either by an inspector's rating or by measuring the current

flowing through the connection. Changes in diagnostic data or condi-

tions can result in quite substantially different item, differing

not only in content but in difficulty. Different item form may require

the candidate to develop diagnostic data, or to make judgments necessary

for subsequent steps in a process, or simply to answer questions.

The number of possible item forms is obviously very large, even

for a very simple job; more complex jobs might require, if not an infi-

nite number of item forms, a prohibitively large nuier. However, a

test content universe can be said to have been defined when the rules

for generating item forms have been specified, even . .o actual

examples exist. The rules themselves, if fully stated, can identify

the nature of responses that can be obtained and the variety of ways

those responses can be evaluated.

DEFINITION OF TEST CCINT IX*VIN

By establishing some item forms and rules for the generation of

others, a test developer and his panel of experts will have shown the

plausible limits within which testing can conceivably be done. It does
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not follow that all plausible item forms are worth developing. The

panel of experts will probably dismiss some item forms out of hand as

too costly or otherwise impractical. A process of elimination may be

necessary to select from the universe of all possible observations a

restricted subset for actual test development.

In one job analyzed by the writer, it was found that one task

category consisted of reading material of varying complexity to

obtain information fundamentil to carrying out other duties of the

job. The universe of admissible observations could be restricted to

conventional reading comprehension testing. Facets included, in

addition to the stimulus content material, facets of item format

(multiple-choice, true-false, arrangement items, essay items, fill-in

items, etc.) and facets for scoring responses (differential vs. unit

weights, use of machine scoring vs. independent observers rating open-

end responses, etc.). The operating decision was made, largely on the

basis of the practical considerations of the number of people to be

tested and the time period within which the testing had to be ccnpleted,

to measure comprehension with conventional multiple-choice items.

following sample passages to be read. Rules for sampling material for

the stimulus passages were established, and multiple-choice items -I

a very conventional "item form" - were chosen for developrent. The

test content cain, therefore, consisted of passages to be read,

sampled according to the rules established, and multiple-choice

questions covering that material. T"he deficiency in the definition of

the test content domain in that particular instance was that the

rules for determining numbers of items, difficulties of items, and

other related matters were rever specified.

Test Specifications. In any case, with greater or lesser preci-

sion, with greater or lesser representativeness of the possible
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universe, with greater or lesser ambiguity, the panel of experts, under

the guidance of testing specialists, will arrive ultimately at a set of

specifications for test development. These will be in part content

specifications, in part format specifications, in part response speci-

fications, in part scoring specifications. There may also be some

structural specifications for the inclusion of items; although the work

sample test is intended to be a content-referenced test, the panel may

specify limits of conventional item difficulty levels or discrimination

indices.

TEST DE7JELOPMENT

If the specifications call for a conventional job knowledge test,

test item must be written. If the specified item forms require that

something more than rote menory is to be invoked in testing for job

knowledge, the items must be written to be challenging and to require

thought while taking the examination. For hands-on performance tests,

the elements (they, toe, are items) of the tasks should also tap

fundamental rather than superficial. The development of really good

items is the foundation for either kind of work sample testing.

QLALIFICATIONS OF ITEM DEOOPERS

Item writing or developnent is an art, and it is also hard and

highly specialized work. Large test publishers or irajor civil seivice

jurisdictions maintain on their staffs full-time, professional iteIl

writers; paradoxically; in hig ia{ed fieids, 'e peopie fus..""

likely to have the necessary knowledge and full understanding of the

implications of that knowledge are the people who have worked in that

job, not those who have worked as professional item writers.

- 25 -
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Wesman (1971) identified six points describing the combinations

of abilities necessary to write good test items; they apply also to

developing good exercises to fit performance test item forms:

1. The item developer nust have full mastery of the subject
matter of the test; full mastery does not imply merely
acquantance with basic facts and principles but the understand-
ing of them and their implications. This implies awareness
of popular fallacies and misconceptions.

2. The item developer must have a clear understanding of the
objectives of the test and of the reasons for testing. In
educational testing, this ixplies an understanding of curri-
cular and educational objectives as well as the specific
test objectives. In developing a work sample test, it implies
understanding of organizational values and of why doing cer-
tain things well -n the job may be more important than other
things that are relatively trivial but easier to put in a
test.

3. The item developer must understand the characteristics of
the people for whom the test is constructed. This means not
only an awareness of the examinee's anxieties but also implies
an awareness of the ignorance or clumsiness of potential
examinees that can lead to mistakes, including acceptance of
plausible wrong answers.

4. The item developer must be excellent in the use of language.
This requires not only a useful vocabulary but skill in
arranging words so that their precise meaning is inescapable.
It applies as much to instructions as to verbal test items.

5. The item developer needs to understand specific techniques
of item writing, including familiarity with different types
of test items, their possibilities, and their limitations.
Wesman points out that skill in item writing ireans more,
however, than merely an understanding of item types. It
requires imagination and ingenuity to create the kinds of
situations, sometimes on paper, that will evoke expressions

. . of krwledge. It requires simil-ar .imagitircr. anA Angevnuit.y
to abstract critical exercises from long and complex tasks.

6. Item developers who are skillful in one context or test type
may find thenselves less skillful in others; they need to
learn their own skills and to collaborate well with others
whose special strengths are c rp leitntary.
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It seem clear that the cmbination of the professional item

developer and the job inc-anbent is essential to the development of a
job knowledge test. This combination is not likely to be fc'.jid in

any one person; test specialists must therefore train potential item

writers in the skills of item development. A panel of experts is

needed who have performed the job and know it well, either as incitm-
benc-s or supervisors.

The first orientation meeting for panel members should clarify

at the outset the purposes of the test to be developed and the general

principles and values that guide the test construction enterprise.

This should be followed imm*ediately by a general instructional in

item forms, item types, and item development. It is unlikely that

imagination and ingenuity can be created in a brief training period,

but they can certainly be stifled in such training if sign-, of them

are not rewarded. A standard textbook, or, indeed, Wesman's chapter

on item writing, can pi.-vide text material for such training; others

(e.g., Boyd & &himberg, 1971; Jones & Mittaker, 1975) can serve for

examples of hands-on test items. As each item type is discussed,

panel members should be encouraged to try to prepare the various kinds

of item to fit the existinq specifications, and examples of ingenious

- items should be brought to the attention of all.

Such training may seem largely superfluous if the test specifica-

tions have identified useful item forms and have specified in detail

the test content. Even ,ith si.h.detaied specificat.:cns, however,

item developers who understand their options well can be expected to

be more creative in the invention of items within the item forms.

In short, item developers fast be qualified, first, in terrs of

job experience and second, in term of special training in the
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techniques of developing test items. A third qualification to be

effective in developing items is motivation. The item developer nist

accept the purposes of measureent, believe in it, and have a desire
to contribute to the development of an effective test.

ITEM PooIS

Although test specifications specify the number and kinds of

items to be prepared and the content balance among them, the item

developers should produce a surplus of potential items. Wherever

possible, they should develop a pool of items at least 2 1/2 times
the number needed for each item form. Such an item pool makes it

possible to develop two randomly parallel forms of the test (Cronbach,

1971) without having to resort to items of questionable quality.
Having two foxws has a substantial number of benefits, not the least

of which is the benefit in retesting people wit-bout compromising the
security of the first form. However, the main reason for recommend-

ing two forms is that the evaluative data analysis to be recomrended
often requires them. The correlation of scores on these two form,
if nothing else, is an indication of the relevanc6'of ftem content

to the content domain and of the degree tc which the content specifi-

cations of the test were clear enough to produce essentially similar

instrments.

Job K)iwledge Items. Job knowledge tests are not necessarily

w.itten tests. Cater (1971) described a trade test for the automobile

service trade which used actual specimen parts from serviced autoro-

biles as the source of items. The examinee could look at, handle,
feel, or even smell each part. For each one, he was asked to (a)
identify it, (b) describe its condition, (c) decide why it failed, and
(d) decide whether it could be reused. The rationale is that an
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uninforned person would not know what to look for in examining a part.
"He would not recognize pertinent synptoms, nor distinguish between

normal, harmless scratches and discoloration, and true damage" (Comer,

1971, P. 50). For each part, the examinee filled in a blank with the

name of the part and checked one alternative each describing condition,

reason, and prognosis for further use.

The "items" in this test might be considered either the automtive

parts examined or the questions asked about them. Since there were ten

parts and four questions about each one, the test has either ten items

or 40. For developing the item pool, it is useful to consider each

question an item; for item analysis, there may be only ten items.

If there are contingencies amng the four questions in each part
(e.g., if knowing the nature of the damage depended on proper identifi-

cation of the part), then neither conventional methods of item analysis

nor ?atent trait analysis can properly be used.

There are no similar uncertainties in most job knowledge tests;
they typically are measured through the use of multiple-choice or

other more or less objectively scorable, clearly independent test

items. Nothing is needed here about suggestions for writing such
item since there are many useful sources available (e.g., Ebel,

1972; Wesmn, 1971). The item developer should be warned, however,

that, although item writing looks easy, the only easy thing about it

is an easy superficiality.

The problem is fef1ectex clearly in the study of occupational
licensing practices by Shiberg et al. (1973). They attributed the

many flaws in written licensing tests to four categories:

1. Few of the licensing boards did any p] anning for the test
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beyond a vague outline, and some did not even have an outline.

2. Many state and local boards have a xmpulsive preference for
essay tests; essay items are often ambiguous and scoring pro-
cedures are usually unreliable.

3. Wiere multiple-choice items are used, many licensirg boards
prepare items which are answered correctly most readily by
people who have memori~ed the review books fro which they
were drawn.

4. There is little evidence of any concern for statistical item
analysis or any other item evaluation procedures; there seems
to be an attitude that once the test items are written, the
problems of test construction are over.

item in the Ttal Job Test. Jones and Vhittaker (1975) refer

to "total job" tests. In these, the examinee is simply doing the job

(or a thorough replica or simulation of it); the only thing that

identifies it as test performance is that the work is done under stan-
dardized conditions, that the performance is systematically observed,

and that the observed performance is evaluated directly. What are

the "item" to be developed for such a test?

Perhaps the ultimate "total job" test is a carefully designed

p-obationary period in which the wKrker is systematically rotated

among different assignments or work stations. Each stop in the rota-

tion may be an item or, alternatively, a subtest in which the item

might be units of time, such as production or scrap per hour, or

points on an observer's or inspector's checklist.

This is a limited form of testing. Only relatively routine,

short-cycle jobs fit easily into this frame. For most jobs, samples

of the work to be done are practical necessities. Such samples can

for convenience be dividod into those in which the sampling is rather

direct and obvious and tInse in which the sampling evolves from a
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process of abstraction resulting in a test. that is quite different in

appearance front the actual job.

Itens in Direct Work Samples. The item forms established from

test specifications determine the nature of the items. Each item form

identifies a task to be performed and the circumstances in which it is

to be performed; that task is an item. As in Ccnr's (1971) test for
the autoniobile service trade, however, there is always some Luncer-

tainty about whether it is the task as a whole or the conponent scor-

able parts of it that are the literal analogs of test items. The

solution to the uncertainty, as before, seems to be in determining

whether there are contingencie3 in the finer divisions of scoring

performance that will interfere with effective item analysis.

Foley (1977) speaks of "scorable products"; Ma'.er, Young, and

Hirshfield (1976) refer to "scorable units." In a literal sense, any

element in performance, product, or observation that c&n be graded,

rated, classified, or otherwise scored is a de facto itei. To iden-

tify scorable units, the panel of experts may need to develop succes-

sively smaller divisions of tests, subtests, item frameworks, and

irdependently scorable units. It must determine precisely vhrt events

or activities or attributes of products can be obse-rved and how they

can be evaluated.

A few exan-)les will identify the varity of work sample items

that can be invented:

1. In itarksmant-hip performance tests, firing a specified nunber
of rounds from a specified position a specified distance from
the target is an item (Wright & M4ead, 1978).

2. In a dental hygieist's work sample, performance is observed
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by an observer with a checklist of specific steps in each of
several task sequences; each step is an item rated by the
observer (Boyd & Shinterg, 1971).

3. In an offset printing work sample, items are statements in
lists of violations of good offset press operation and
violations of safety rules; each violation noted is checked
(Boyd & Shimberg, 1971).

4. In a test for truck mechanics, one part of the battery is
the discrete task, "remove and replace clutch plate." Nine-
teen penalty scales for specific examples of poor performance,
under five headings, were rated for degree by an observer
(Jones & Whittaker, 1975).

5. A metal lathe operator may be asked to make a taper plug (not
because it is an actual piece, but because it requires so
many kinds of turning) according to engint<ring specifications.
Items include (usually dichotomously) the ntmch of the product
to eleven specified dimensions and could include ratings of
both smooth and knurled surfaces (Jones & iittaker, 1975).

6. In a tank crew gunnery test "engagements" are items; the 28
engagements varied according to gun used, time of day, respon-
sible crew member, mode of firing, target type, target range,
and other facets of the exercise. Items were scored as hits
or misses, either on first trial or on second trial (Wheaton
et: al., 1977).

7. The REALTRAIN battle simulation has no clearly identified a

priori item; however, a posteriori items can be derived fron
a net control station data recording sheet identifying
casualties claind and confirmed (Shriver et al., 1975). It
is worth noting that the exercise in its entirety, as are
many other simulations, actually constitutes a single item.

8. In a performance test for radar electronic maintenance
technicians, 81 problems involving use of test equipment,
adjustment or alignment of test equipment, and many others
led to a total of 133 "scorable products" to be completed
satisfactorily (Pley, 1977).

Most work sample tests are reported with no clear identification

of item or scorable L iits of measuremant. Apparently, test developers
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have given little attention to the concept of an item of measurement.

'1! Many large-scale, single-item simulation exercises, carefully and

elaborately planned, are excellent management or training tools --

like REALTRAIN, which was designed explicitly for training purposes --

without being particularly good measures of anything. In nearly any

neasurennt by testing, itms of measurement are important in one of

two major roles: either as indicators of units on a fundamental scale

of measuremnt or as replications, as in the several items of an

achievement test. In many work samples, the scored items are contin-

gent item; "passing" the item depends upon prior success with a

previous item. Such items are certainly not replicates; neither will
they form a scale without very caxeful planning. Treating overall

performance or. an exercise as a whole, or as a single item, risks

seriously unreliable measurement.

It is here asserted that better measurement will be obtained from

direct work samples only when item developers concentrate on identi-

fying and developing work sample analogs of independent test items.

Items in Abstracted WorkSaBles. 'f'e distinction between a

direct and an abstracted work sample is no more than the distinction

between ranges on a coron continumn; they are Kot distinctly differ-

ent kinds of tests. The difference is that direct work s,Tples have

at least the appearance of "real" work assignments. They d), of
course, involve some abstractions; the machinist who is required to
make a taper plug, for example, may never again have a specific task

assignment which requires all of the speciic kinds of cutting required

by the test -- but assignments from a variety of "real" jobs are

abstracted from them and put together in one "arti ficial" task

assignment.



Abstracted work samples may seem less like the real job than like

a test, but they nevertheless clearly sample the activities and the

skills of real jobs. An example is the typical In-basket Test. An

In-basket usually involves inventing a make-believe organization with

imagined organizational relationships, problem, and required decisions.

Within this imaginary framework, pieces of paper are created to be

similar to papers found in actual in-baskets of real people in real

organizations. The exantinee must pretend that he is really in the

make-bel4ev world of the imaginary organization, that he is new to

the organization, and that he is working at night with no one else

around to give him needed information not in his packet of test mater-

ials. Yet the persistent reaction of people who take such tests is

that they are "realistic" -- that is, the In-basket Test, if reasonably

well constructed, poses such real-to-life problem that its artificial

aspects fade into insignificance as the examinee becomes more engrossed

in its basic reality.

Abstractions max, maintain the "hands on" character of the direct

work sample while seeking independently observable performances as

item. To illustrate the problem, assume the home workshop project

of making a lamp out of a bottle set on a specially turned wooden

base. Four independently aoquired skills are used: turning the base,

cutting the bottcm off the bottle, assembling the various parts, and

attachiny the wiring. A direct work sample would give the examinee

the necessary plans, materials, and tools and set him to work. The

results might be scored in term of whether the lamp works, whether

it is steady on the table, or ratings of various aspects of its

appearance. An abstracted work sample, in contrast, might be four

quite different tests. One miqht be a turning test, in which several

wood turning skills could be demon3trated without designating any

product as a lant base, the second might be a similar test for bottle
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cutting, the third an assembly test in which a previously turned base

and bottomless bottle were provided along with the other iap parts,

and the fourth the simple vring of an assembled lamp. At no point

is one step of the laxp-building procedure dependent cm how well the

previous steps had turned out, nor is it necessary that the worker

have a lamp in mind as the final product while taking the first two

tests. All that is necessary is that the oimponent tests (or subtests)

tap the necessary skills.

Abstractions may also minimize or even abandon the "hands on"

feature. Job knowledge tests are usually abstract work samples. That

is, the knowledge ccuponents of the job content domain have been

abstracted to form the nucleus of the test content universe and dcmain.

The result is in no sense a full work sample, but it can be considered

a partial work sanple - a sample of what expert judges considered

an essential component of the total job. Cater's test for the auto-

mobile service trade is an example. A direct work sample could have

been developed that would requ-iire the damnstration of skill in
removing the pasts central to the test, diagnosing them, and taking

appropriate corrective action. The essence of corrective action,

according to Carer (1971) is the knowledge one brings to and derives

from examining the part and deciding why it might look as it does.

hat is here cal led an abstract work saq)le may be very much like
the test Fbley (1977) termed a symbolic substitute for a performance

measure. What is intendod by the term is, however, more than symbolism.

Mtat is intended is literally pulling from the whole an essential

element -- an abstraction - on which the abstracted performance can

be used to infer performance on the whole.

The process of inference clearly identi fies the abstraction as a
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test; it places the focus on the score and on the necessity for an

empirical validation of the inference. It also places focus on item

definition as the process of test construction; the item form is

seriously taken as a prescription for an item, e.g., "Given all

necessary parts and ordinary hand tools, candidate assembles lamp

ready for wiring."

Requirements for Scorable Items. There are many kinds of v rk

sample tests. A multiple-choice job knowledge test is an absti -,t

sample of the job (Campbell et al., 1973). So is an abstraction of

decision processes (NCARB, 1976) or of manipulative activities (Comer,

1971) -- or, for that matter, a standardized observation of a full

cycle of actual job performance for a specified time period. Watever

the nature of the sample, it can usually be analyzed into crponent

parts, and performance on these crmponents can usually be scored,

graded, or rated; each component is therefore a test item which,

aggregated according to a specific rule, yields an overall score or

subscore. These items may be as complex as a battle simulation or

as si'ple as a brief time span.

Wat is required for such items during the developrent of an[ ter pool is that each be independently scorable and that each be

traceable to its origin in the job content domain.

ITEM ANALYSIS

once a pool of items has been prepared, item analysis is

necessary both to identify poor items and to verify the match of actual

item written to the defined test content domain. Verification

requires the systematic collection of judgments; other kinds of poor

items can be identified by convmtLonal item analysis.
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retramlations. The judgments concerning the fit of item to the
test content domain can be obtained in a variety of ways. One possible
method is an adaptation of the "retranslation of expectations" pro-
posed by Smith and Kendall (1963) for the development of behaviorally

anchored rating scales.

In brief, the first step in the Smith-Kendall procedures requires
a group of experts to identi fy che dimensions along which ratings of
performance should be. made. An analogy to content sampling is the
identification of caponents of the job content domain. A second step
is to write behavioral statements for different levels of each dimen-

sion, for which the parallel step in test construction is writing test
item. A third step convenes an independent group of judges to allo-
cate each behavioral statemnt to the dimension frcm the original list
which it fits best. 1he "rtranslation" analogy is the practice of
translating a passage in English into a foreign language, and then

retranslating the foreign language passage back into English. If the
two English versions - the original and the retranslated - match,

it is assumd that the foreign lanquage translation was satisfactory.
By the same analogy, if items are developed to fit one or more ocanx>-
nents of a defined test content dcmain, then an independent panel of
judqes should be able to allocate each item to its proper coffX)nents.
If there is no consensus about the fit of an itemn in the content domain,
it is identified as a poor item; where there is consensus, the appro-
priateness or relevance of the item for its intended purpose in the
domain is verified or established. If there are conponents of the
overall content dcmain for which the items written have not "retrans-
lated", then deficiencies in the item pool are identified.

Content Validity Ratio. Lawshe (1975) presented an equation for
ccuputing a statistic describing the deqree to which an independent
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panel oi knowledgeable exprts considers the kr.ow2edge or skill measured

by an iten to be essential to the performance of cne job. He called

it the content validity ratio. For a variety of neasons, inclLding

the fact thaL the technique does not identiiy deficiencies in content

sarpling, this writtr prefers to call it a job relaredness ratio; it

provides an index nunirer for evaluating the relevance of an individual

itzn for joiD performance.

ahe job relateiness ratio is computed by the f.;_nula:

jrr ne 2

2

in .'ch ne is the number of panelists classifying the conte-nz -.f the

.Lern as essential to satisfactory job performance (as opposed -

"',arul but rt essential" or "not necessary"), ad N is the wot-!

nutiL of panelists. The ratio is a direct linear transformation f-an

._o~portion ne/N, but it has certain advantages other than simple

pro.portion. If less than half of the judges consider an item essen-

tial, t2. job relatedness ratio is negative. If exactly half say that

the kryvwledge measured is essential, the ratio is 0. If all say that

the knowledge is essential, the ratio is 1.00. In short, the range of

the jcb relatedness ratio corresponds to that of a correlation coef-

_:i,'.ent and iray therefore be interpreted in fairly faniliar ways.

A,,czr a ~dLtage is that the minimun values for the job relatedness

rario to r: staristically significant at ditferent panel sizes have

bee re orted by Lawshe.

Tht. _atio does not identify ciuoneits of a test concent d)ma.bi

in e~ t : a i the item pocol judqed. This seems to be a relatively
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trivial matter. If the job analysis defining the job content universe

and domain has been thoroughly carried out, and if the judgments extend-

ing the job content damain to the test content domain and to test

specifications have been thorough, then item development to neet those

specifications should provide a rather complete coverage of the job

domain. As a matter of fact, any component of the danain that system-

N atically loses items on the basis of low job relatedness ratios probably

should not have been in that domain in the first place. In such a

case, the orginal panel of experts should certainly give serious consid-

eration to redefining the domain without that component or to writing

new items that might have a better chance of being judged essential.

Thus the job relatedness ratio offers real advantages in item

analysis. It provides a procedure for systematizing and documenting

the judgments of a panel, it provides an index number that can be

readily interpreted, and it provides a record of the judged iortance

of individual items that can serve as evidence of the job relevance

of individual items in the case of litigation.

Index of Item-Objective jngmence. A combination of procedures

like those described above characterizes an overall statistic reported

by Iovinelli and Hambleton (1977). To place their index in the context

of personnel testing, the reference to curricular objectives may be

taken either as a reference to coirponent tasks in defining a job con-

tent domain or universe or to the task category defining the job con-
tent dumin.

Each judge in a panel evaluates each item in the pool for each

of the components. Evaluation is expressed on a 3-point scale of +l,

0, or -1, indicating either a clear allocation of the item to the

component, indecision, or a clear belief that the item does not fit

that caqmonent.
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Tne computation of the index is based on a data matrix in which

the judgments of the individual content specialists may be considered

the columns and the objectives or job conponents may be considered the

rows. The index of item-objective congruence is then given by the

equation:

(N-I)EX - EZX + EX
I = 2(N-l)n

where

I is the index of item-objective congruence for a specific item

on a specific objective for a component,

N is the number of objectives for conponents,

n is the number of judges,

EX is the sum of the ratings for that item by the judges, and

EEX is the sum of the summed ratings across objectives.

The resulting index, like the job relatedness ratio described

above, is an index number that conveniently ranges between -1 and +1

with the 0 point indicating that all judges are undecided about the

allocation of the item. The major feature of this index is that it is

not sinply a global judgment of relevance, but is a judgment of rele-

vance to specific conponents of the content domain. Rovinelli and

Hambleton recommiend that the index be computed for every item for

every objective, a recommendation which has the merit of identifying

ambiguously assigned or redumdant itens. Like Lawshe, they make no

particular reconuendation concerning a nunimum valuen of the index

deemed acceptable for item inclusion; this, t.ey sL -, vii1 depend on

experience both with a panel of content spcialist:-. i with the use

of the index. A disadvantage of this index in :czit.i on to the job

relatedness index reported by Lawshe .is the alx7enc, of a significance
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test; this is prcbably not a serious defect; one could easily be

developed.

Conventional Item Analysis. The statistical item analysis tech-

niques conventionally used in norm-referenced test constrution nay

also be applied to items in work samples. Wiereas the foregoing

analyses have been based on a priori judgments of the items, conven-

tional item statistics are based on actual responses to the test
items from a specific sample of examinees. ahe sample should be as

representative as possible of the population with which the test

is to be used. If the test is to be used for certifying knowledge

or proficiency on a job (or denying such certification), then the
sample should consist of candidates for certification. This conven-

tional requirement for a representative sample poses some special
problems for the item analysis of wrk sample tests. People apply-

ing for certification are probably highly self-selected so that most

of the candidates will pass most of the items; that is, there may be

little variance either in item responses or in total test soores.

Conventional item analysis techniques require at least some variance

in both.

1he most useable item statistic is its difficulty or easiness

level. It is oc;nventionally computed simply as the proportion of

people in the sanple passing the item (e.g., answering a question

correctly). It used to be said that the average difficulty level
should be somwhere around .5, a prescription with little value for

the development of a content-referenced work sample test. One

might determine the rank order of item in the item pool in terms of
their difficulty; the most difficult item and the easiest item can

be reexamined for the appropriateness of their inclusion. An item

for a critical content camwonent miqht, if excessively easy, fail

to measure adequately the salient knowledge or skill. On the other
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hand, an item that is too difficult might also fail to measure it be-

cause of ambiguity, fuzzy instructions, or scm other defect. The

caputation of the item statistic, therefore, should not be considered

the final evaluation of the item. The panel of experts can be recon-
vened to reconsider items in the light of their descriptive statistics,
and any item which, in its collective ju gment, is either too easy

or tco difficult, may be revised.

The other conventional item statistic is the item discrimination

index. If an item correlates well with the total score, it is assuTed

to differentiate well between those who are knowledgeable or skillful
and those who are not. A low correlation identifies item assumed to
be poor in distinguishing the certifiable frcm those who are not.

The absolute value of these correlations is usually trivial

since it depends so much on the variance in the available sample.

However, the LA~i total correlations can be used for rank ordering

the item.

High item-total correlations are usually considered unnecessary

in content-referenced tests; such tests need not have high levels of

homogeneity (Cronbach, 1971). However, such tests should have at

least some functional unity. Functional unity mear s that items

within a test should scmehow hang together; everything in the test

should be at least a little bit correlated with everything else. In

other words, the item-total correlation need not be high, but it

should be positive. Zero or negative correlations identify either

poor items that should be revised or replaced or subsets of item

that should be independently scored. It is poor measurement when a

test score represents an unknowable combination of independent or

even negatively related attriL 'tes.
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SCr. JNG AND (.' IIBRATION

The conventional method of scoring a conventional test is simply

to count the number of items with correct or passing responses. A
multiple-choice test may be scored according to a formula, such as

the number of item correctly answered minus a fraction of the number

of items answered incorrectly (the fraction depending on the number of

optional responses available). Each item is a unit. One item, easy

or hard, counts just as much as any other item; differential weight-

ing of items is traditionally considered useless with large numbers

of item. Hambleton et al. (1978) offered five methods for estimating

examinee domain scores or "true proportion correct scores."

Item analysis may, particularly with small numbers of

provide a basis for differential weights, but it is rarely if ever

done. Differential weighting of item in work sample tests is rather

cormmon, but it is usually based on a priori judgments of relative

importance rather than on i. tE1 ;tatistics.

Strictly speaking, it is Lusually improper to refer to a conven-

tional score on a psychological test as a measure of an attribute; i °

is better to describe it as a sign or reflection of the attribute.

Wether the score really can be used as an indicator of the aptitude

is a question to be answered as its constrict validity.

It has been pointed out that concepts of validity are unnecessary

in fundamental measurement. If work sample tests are to be more than

reflections of level of pe.-formance, if they are in fact to be formal

measures of performance vairiables, then scoring shoi;ld be more than

merely a count of right answers. The score must form a scale with

fundan "ntal mathematical properties, at least the property of ordinal A
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transitivity. The translation of scores into such scales involves

item or score calibration. One simple method of calibration will be

proposed, based on the logic of what Ebel (1962) called the content

standard score. Another one will be briefly mentioned (Anderson,

1976). The major discussion will, howevr, be devoted to latent

trait theory, a well-developed approach to calibration through so-

called "sample-free" item analysis.

LATENT TAIT ANALYSIS

Latent trait theory overcomes the problem of over-reliance on a

specific sample. Wright (1968) has demonstrated that calibrating

items using the one-parameter Rasch model will yield ability estimates

in new groups of people that are independent of the ability distribu-

tion in the particular sample of people on whom the test was calibrated.

?moreover, estimates of item difficulty level can be ade more or less

independently of the distributions of difficulty in the set of items

used in making the estimates. That is, the item and ability para-

neters are essentielly invariant across samples of people and of

item; this, according to Wright, is the ultimate in objectivity in

measurement.

The Rasch model estimates only one paranter of the item charac-
ter'.stic curves. This is generally justified on the grounds that

three-parameter models are less successful in finding invariance for

Lin (1978), finding insufficient evidence of invariance using the

Rasch model thought additional parameters woild help. Item discri-

mination values are less reliably estimated, auid the estimation of

so-called "guessing pararters" is often seriously unreliable.

Rudner (1977) has demonstrated similar objectivity using a three-
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parameter model, but the estimates of the a and c parameters were
considerably less reliable than those of the b (difficulty) parameter.

Proponents of different latent trait models seem ad-i-ant in theirpreferences; these reports will not take sides in disputes on the

general relative merits of the different models. However, for the
purpose of developing a job knowledge test, the application to be
discussed first, the three-parameter model will be used as the proto-
type. here are two reasons. First, it seems to be the more general
model, giving more information than is possible with the Rasch model.
Second, it provides another form 3f analysis by which one kind of
"poor item" may be identified.

Oonsider Figure 1. It proposes to show three-parameter item
characteristic curves for four item-, in a given job knowledge test.
The item are arranged in increasing order of difficulty so that they
may be said to form a genuine scale, at least Pb probability of a
correct response. The a parameter, the discrimination parameter, is
essentially the same for item 1, 2, and 3. It is markedly different
for item 4. For people with high levels of ability, such as e2 , items

1, 2, 3, and 4 form a progression of difficulty with item I the
easiest (highest probability of a correct response) and item 4 the
most diffiult. For people with levels of -ability at 0i' hcever,
item 4 is the easiest, that is, it has the highest probability of a

cornct response.

Alternatively, the problem can be seen by examining the ability
level required for a specific probability of a correct response. At

Pb' the ability level requirement increases from item 1 through item
4. At Pa' however, the ordinal positions of the iteM in terms of
required ability level is 1, 4, 2, 3. From the point of view of
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formal measurement, the first three items are excellent; they form a

true, transitive scale of measurement regardless of who is tested.

Item 4 spoils the scale; with it included, the transitivity of item
order varies according to ability level.

Clearly, item analysis by latent trait item characteristic

curves can not only lead to item calibration but also to identifying

poor items from the standpoint of the formal properties of measurement.

Suppose that isolated examples of such intransitivity were found.

These would identify items that should either be deleted or revised.

Suppose, however, that a clustering of items with similar discrimina-

tion values were found and that they were associated with different

components of the content domain. Such a finding would be a reason

for establishing independent scales for neasuriniq independent compo-

nents, even though the scales might appear to have some degree of

functional unity.

Four procedural matters or assuqptions ncxd to be considered in

atpplying latent trait theory. qhe first is the aissimption of a single

dimnsion. There are multi-clmensiona] metxodis of latent trait

analysis, but the models most likely to be used, particularly in job

knowledqle testing, are those that assume a single underlying trait.

The assLniption of unidimensionality does not rose a rigorous demand,

but tIy it t s to be scaled shouild possess a reasonable degree of

homxxjeneity. This is somvhat at odds with the more gek.ral state-

ments in these reports and r lsewhere that high levels of internal

consistency are not absolutely essential in content-referenced tests.

The argument has ben that any score on a work sample test should

represent soiiv ftuctional unity, with the elimination of any items

that have 0 or negative correlations with the conposite. For latent
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trait analysis, however, absence of orthogonality is not enough; sub-
stantial levels of internal consistency are required. For a latent
trait analysis, therefore, a factor or cluster analysis is reeded so

that independent scores can be obtained for each of the component

dimensions. There will then be as many latent trait analyses as

there are di-mensions in the item pool.

he second assumption is the assumption of local independence.

In general, local independence means that performance on one item is

not dependent on perfor,,. nce on other items. The most obvious viola-

tion of the assumption occurs when there are contingent iteis; for

example, if item 2 can be answered correctly only if item 1 has been

answered correctly (as in certain arithnetical reasoning sequences and

work samples), then the assumption of local independence has clearly

been violated. Other violations of the assumption are less obvious,

and there is no convenient test for violations. However, strong

evidence of unidinensionality is generally accepted as evidence that

the requirement of local independence has also been satisfied.

The third point is a procedural matter. The LOGIST computer

progrca for the three-parameter nodel available from the Educational

Testing Service (Wood & Lord, 1976) requires very large sample sizes,

calling for 50 items and 2000 subjects as a desirable minimum for

determining item characteristic curves. This requirenent may, perhaps

more than anytliinq else, be responsible for the early lack of interest

in latent trait theory among applied measurement specialists. New

programs have made i t possible to estimate item parameters reliably

on substantially smaller samples. Rejar (19-7), reported results of

sex differences in iten characteristic cur-es usinq 178 males and

143 females in independent analyses of 20-itum cales. With the
simpler Paschn model, W ht wnd Stone (1978) rrEortLd a study with
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less than 20 items and 40 people. Despite uncertainty about the

statistical power of estimates based on small numbers of people or

of items, it sees clear that progress in computer programming is

rmsu!ting in mrre efficient algorithms requiring less luxury in the

i! size of either sample. Latent trait analysis is becoming pracLical.

Nearly all latent trait programs now in use are iterative programs.

That is, they begin with the raw score as the first estimate of the

underlying ability and then estimate item, parameters. A second

ability estimate is based on these parameters, and the whole process

of estimation enters a second iteration. The procedure continues

until the solution converges, that is, imtil sx c.ssive iterations

produce little or no change in the item and ability parameters. Some

sets of data simply do not converg:. Nere this happens, it indicates

that the data will not fit the model being used and, perhaps, an

alternative model might be attempted. It is more likely, however,

where convergence fails that it is less a problem with the model

than a problem with the data fitting the assumptions of the mrodel.

The assumption of unidimensionality deserves pazticular attention.

One or two aberrant items in an item pool that clearly do not fit

the underlyinq dimension can be responsible for difficulties in

adhieving convergence. The problem may disappear when they are

deleted.

'The fourth point is the rm-d to check the fit of the data toI

tle nodel. The question of the fit of the nmdel has two corpnents.

one is the deree to which the theoretical item characteristic curve

will in fact fit the data. A normal oqive or logistic curve simply

may not be acceptable fits for an item; checking this out is a

simple curve fitting problem. The other tooTnonent is the fit of

people to the iwxlel. Some people may not respond as the model
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indicates that they should. If the set of responses to the items on

a test from a person of average ability follows the model reasonably

well, he will get most of the easy items correct, will tend not to

get so many intermediate items correct, and will not succeed in giving

correct answers to most of the difficult items. If a person responds

carelessly, however, there may be little in the proportion of correct

responses across different difficulties. If the person is using a

test-taking strategy that capitalizes in some unusual way on certain

item characteristics, it may be easier for that person to get correct

responses to some generally difficult items for which that strategyIi is especially useful than to get correct answers for easier items
where the particular trick does not work.

Thus, both items and people may be identified which do not fit

the nodel, and it may be necessary to delete aberrant items or people

or both to achieve _ satisfactory solution.

Other Latent Trait Models. Although most work in latent trait

theory has been done with conventional paper-and-pencil test items,

usually multiple-choice, that can be scored dichotomously, latent

trait models can also be applied to observations of work sample per-

formance or product. Some of the "items" in a work sanple will, in

fact, be dichotomously scored. An example is whether a mechanic

disconnects battery cables in the right or wrong sequence. Other

observations might be continuously scored, for example, the actual

deviation of precise maasuremant from a specified masurement in

drilling a hole. rihe latter itcm, of course, could also be scored

dichotonously as either within or exceeding allowable tolerances. J

By using a free response model (Saejima, 1973), one can incor-

porate into a single latent trait analysis all observations fitting
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a particular dimension regardless of the scoring format. The advan-

tage is that dichotomies are not necessary; a test developer can take

special advantage of the added information inDzluded in continuous

responses.

Although multidimensional latent trait nodels have been proposed,

no wrk with any of them is known to the present writer. Nevertheless,

if data are not unidimensional, one could certainly submit them to

factor analysis or cluster analysis. The Bejar (1977) study applied

the Samejima -mdel to data both multidinwsional and reported with

continuous responses.

Scoring Procedures. Suppose that thl-ee-paraneter item charac-

teristic curves have been cxmputed for each item of a test and that

they differ substantially on all three parameters, particularly on the

difficulty parameter. For low ability examinees, correct responses

to difficult items occur primarily by chance. Their responses to

these items are not very informative; in fact, information curves

for item with high difficulty levels are very nearly at zero for

low levels of ability, peaking with substantial levels of information

only in the high ability ranges. obviously, then, the traditional

score of the number of itens answered correctly is not as informative

for law-ability people as the score obtained by ignoring (i.e.,

assigning a zero weight to) the very difficult item (Iord, 1968).

An optimum weight curve can be conputed frct. the item character-

istics curve to show the optilmm weight to be assicned to each item,
at each difficulty level, in scoring the test. Lord noted three facts

about the optimvm weight curve:
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1. As ability increases, the optimun weight increases, the
increase gradually beconing nearly horizontal, asymptotic
to a value proportional to the discrimination parameter of
the item characteristic curve. At high ability levels, then,
optimum "tem weights depend on item characteristics, not on
ability level.

2. Optimum weights are lower for lower levels of ability
because of the increasing effect of random guessing.

3. At very low levels of ability, the optimun weights for diffi-
cult items become very close to zero.

%here is a botherscue paradox in all of this: one must know the

ability level one is trying to measure before one can determine opti-

mal weights for measuring it! If scoring can be done by conputer, a

maximum likelihood estimate of the ability parameter can be estimated

for each person (Lord, 1977). Alternatively, one can use, by conput-

ing the maximum likelihood estimator, the conventional raw score as a

preliminary estimate of ability. This value can be used in charts of

optimum weight curves to find a nearly optimal set of weights for

a particular examinee. The test paper can then be scored to obtain

a nearly optimal total score and, if needed, a conversion table can

be established for converting these "nearly optimal" scores to stan-

dard score scales of ability. (Lord, 1977, offered a variation of

this procedure. ) The fact that the optimum weight of an item is

independent of the weights of other items is what makes tailored

testing practical; the score can be expressed along the same scale

even if different items have been used in arriving at it. There are

alternative scoring options. 'rcm the first fact noted above, it

follows that the discrimination parameters of the item characteristic

curves can be used as weights, without regard to exanunee ability

level, if measurement focuses primarily on the upper ability levels.

A slightly different value can be derived for multiple-choice items

where there is giuessinq:
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where

w is the weight to be assigned to an item,

p is the conventional item statistic, the proportion giving the

correct answer to that item,

a is the discrimination parameter of the item characteristic

curve, and

c is the lower asynptote (the "guessing" parameter) of the item

characteristic curve (Lord, 1977).

Scoring systems can also be based on item difficulty parameters.

Considering items as if they were arranged in slightly increasing

increments in the order of difficulty, and assuming that guessing does

not occur, an indiv-dual's score on the test can be defined as the

difficulty parameter of the next item just after the last item cor-

rectly answered. Another option is to use the average difficulty
parameters of the items answered correctly; under certain conditions

in tailored testing, it is essentially equivalent to the maximum

likelihood estimator (Lord, 1974).

In certification testing, the inportance of the choice of scoring

method depends on the level of ability at which certification is to

be granted. The choice of an optimal scoring procedure is critical

if the decisions are to be based on minimal competencies which are

relatively quite low. If ccmpetency inplies a high level of ability,

however, no great infomation loss occurs even if the sirple number of

right answers is used as the score. At these levels, the only

advantage in using the parameters of the item characteristic curves as

the basis for scoring is that they provide a standard scale independent
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of the particular distribution of cases or particular set of items

used in (cnstructing it.

The standard scale is especially valuable in work sample testing.

There are often missing data; either the observers disagree on what

they have seen to the point where no consensus is possible, or they

miss seeing scmthing important, or the performance follows an atyp-

ical pattern. Latent trait scoring removes many of the problems

these events pose for traditional scoring.

The above discussion has centered on the three-parameter model;

scoring by the Rasch model is somewhat simpler, although it is also a

maximum likelihood procedure calling for conputer estimation for

maxinun precision. The only item parameter, of course, is the difficulty

level. Scores my be expressed in terms of difficulty levels, f
before, or in terms of units of measurement (Wright, 1977).

Advantages of Latent Trait Analysis. A latent trait analysis

has as its principal advantage the fact that it offers genuinely for-

mal measurement of a mental trait. That is, the principle of transi-

tivity and the principle of additivity are both assured through the

use of latent trait analysis. A second advantage in scoring tests

by latent trait analysis is the increased precision in measurement.
Sire a work sample test is developed to make decisions about indivi-
duals, maxiniw precision in measurement is an ethical obligation.

For widespread operations, such as military qualifications test-
ing, these facts (and its basic nature) make latent trait analysis

independent of the idiosyncracies of tine or place. That is, the

score obtained by one candidate for promotion at one time in one U
location can be interpreted on the same. scale, and with the same A
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precision, as the score of a different applicant obtained in a differ-

ent physical location at a diffr-aent period of tine. It follows that

prouotional policies can be far more uniformly administered than

through measurement techniques that place heavy reliance on samples of

people for determining the scores.

An almost equally important advantage of the latent trait analy-

sis, particularly for job knowledge tests, is that it provides an item

pool which can be dipped into for a small set of items useful for

measuring precisely the knowledge level of an individual candidate

and a different set of item equally useful for a different candidate.

Their scores will be on an underlying scale common to both examinees

even with non-overlapping sets of items. For this reason, test

security is less a problem with conventional job knowledge tests.

Contenporary society is greatly concerned about possible racial
and sex bias in measurement; the latent trait analysis makes it possi-

ble to identify race-by-item interactions or sex-by-item interactions

and to delete item contributing to such interactions from the item
pool (Ironson, 1977). This is not to be confused with main effects

due to race or sex, which may represent true differences between the

groups, but it does identify where the probability of getting a

correct response at a given ability level varies with race or sex.

Finally, latent trait analysis provides a firmer foundation for

evaluations of possible adverse impact for minority groups or women.

According to current Federal Executive Agency Guidelines (1977), a

test is said to have adverse impact on a group when its rate of

selection is less than 80% the selection rate of the subgroup with the

highest percentage selected. The existing Guidelines of the Equal

£aployment Opportunity Coiussion (1970) require a test user to choose
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the test with the lesser adverse impact when there are two or more

possibilities of similar validity. It is not entirely certain that

the level of validity is a governing issue; from the point of view

of fair employment practices, there is a substantial social and

governmental pressure to seek tests with lesser adverse impact, irre-

spective of their validities.

One response to this has been to look toward wrk sample testing

as a possible approad to employee selection wi th lesser adverse

impact than ordinary paper-and-penci 1 tests have. Schmidt, Greentha1;

Berner, Hunter, & Seaton (1977) recently published a study in which

they deonstrated less adverse impact for a job samp'. _. than for a

written aptitude test.

A methodological question might limit the generalizability of
*

their findings. Figure 2 identifies two tests, each with a different

test characteristic curve. The test characteristic curves show differ-

ences in the discrimination value and essentially equal difficulty

levels. That is, the slope on Test 1 is steeper than that for Test 2.

Assume true ability differences on the underlying latent trait indi-

cated by A and B on the abscissa. If these true differences exist,

they will be obscured if Test 2 is used and exaggerated if Test 1 is

used; that is, relative to the true ability scale, the obtained

differences between the two groups on Test 1 is greater than the true

difference, while the obtained difference on Test 2 is less than the

true difference. In elthier case, the obtained score difference dis-

torts the true difference between the groups. A similar figure can

The author, with Gail Ironson as senior author, is preparing a detailed

critique of the article by Schmidt et al.; it is sufficient here simply
to illustrate the nature of the arguTent.
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be drawn to indicate similar distortion in group differences in os-

tained scores where the difficulty levels vary and the discrimination

values are essentially similar. Iiere the latent trait analysis of

job knowledge tests and of any other tests with which it is to be

compared, observed score differences can be interpreted in terms of

the underlying latent ability so that different tests measuring the

same ability can be ccpared on a common metric.

Possible Alternatives to latent Trait heory. The essential

feature of latent trait theory is that it provides a content-refer-

enced scale for interpreting scores and that it is not dependent on

the distributional characteristics of specific samples. It provides

a formal rather than the traditional psychomtric form of measuremrat.

The question arises whether there are alternatives to latent trait

analysis to acomplish similar ends.

one possible alternative is the functional measurement advocated

by Anderson (1976). It will not be discussed in this paper since it

has not yet been applied to standardized tests. It is, however, a

technique which develops a formal scale of measurement that is not

dependent on the characteristics of individuals chosen for scale

development; it is based upon theoretical mathematical functions.

One alternative is to interpret total test scores in ter's of a

score on a smaller subset of item with formal psychometric properties.

The idea emrges, first, from the content standard scores proposed by

Ebel (1962) and, second, from the writer's insistence on functional

unity in content-referenced tests. It may be recalled that Ebel

selected ten arithmetic items, each representing a different kind of

arithmetic operation. No scale was identified for ordering these

items. Scores on the total ai-ithmetic test were interpreted in terms
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of the nuTber of items probably correct in this standard set of ten.

Suppose the ten itens were scaled on some dimension. They might

be scaled in term of difficulty, the level of knowledge required,

the social inportance of the arithmetic skill involved, or some other

dinmesion of interest. The scaling can be done using the method of

equal-appearing intervals, a-d all items in the total test can be

scaled. A small subset of items can be chosen to meet the requirements

of a Guttman scale where the discriminal dispersions of the judgments

do not overlap. The resulting items can be ordinally ranked, differ-

ences between items can be expressed in a common metric, and the
metric can be expressed as the specific dimension of interest (diffi-

culty, importance, etc.). The items form a content standard scale with

known psychometric properties.

The subset of items can be used as a total test; however, it is

generally believed, in keeping with the Spearwin-Brown function, that

a small set of itens gives substantially less reliable scores than can
be obtained from a larger set. Therefore, the conventional score on

the total test from. which the standard scale is drawn is a more

reliable score. It can, however, be interpreted in term of the

standard scale by the simple expedienL uf developing a regression

equation for standard scale values from total test scores.

The principle and procedures can be applied to any work sample

where expert judges can form a reasonably reproducible scale along a

dimension of interest. If the divension of interest is difficulty,

conventional item statistics can be ccxputed as the scale value, and

the "discrimiral dispersion" can be expressed in terms of the conven-

tional standard error, /ijp. Brener (1959) denonstrated that tests

could be developed Ly these standard item analysis methods to yield

satisfactory reproducibility coefficients.
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CUTING SCORES

Administrative convenience seems to demand that qualification

testing be done with fixed standards of mastery designated by rigid

scores, above which examinees are classified as masters, and below

which they are classified as non-masters. There is no way to deter-

mine a cutting score enpirically in the absence of assunptions or judg-

ments. Shepard (1977) put it well: "Performance standards do not

inhere in nature; they have to be decided upon by fallible people."

7he use of a mastery cutoff point is, perhaps, inevitable, but

the actual scoring of tests should be on a irore refined scale. If the

purpose of the cutting score is the classification of examinees, it

should be recognized that the mere fact of misclassification is not

the essential error. A serious error, perhaps the nost essential

error, is the dee of misclassification. Unless scores vary along

a continuum, no evidence can be deduced for determining the degree of

classification error. Certainly, if the only errors of classification

are minor ones, the "close calls," e.g., the erroneous classification

of people as masters when in fact they are almost masters, they are

relatively minor. A truly serious error of classification is when an

individual who is a true master, substantially above any minirmum

qualification, is mistakenly classified as a non-nester, or in which

someone who is wholly incomietent is mistakenly classed as a master.

Mere attention to cutoffs nwst be given, the introdtution to

the topic by HIktbleton et al. (1978) is worth notinqj:

"The problem of determining cutoff scores for assigning examinees
to mastery states based on their criterion-referonced test per-
formance has received nuch attention from researchers in recent
years. Still, the problem sec-n far from resolved. The
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arbitrariness of the proposed solutions has proved troubling to
sor measurenent people, to the point where they seriously ques-
tion the merits of determining and using cutoff scores at all
(p. 26-27).

Despite the psychometric futility of cutting scores, there is no

administrative procedure more widely accepted for test score interpre-

tation than the establishment of soe sort of cutoff score. Moreover,

for some procedures of evaluating the usefulness of a test, standard

reference points on the score distribution, similar to cutting scores

in the way they are chosen, are necessary. The problem will not go

away just because it is psychometrically intractable.

Four different ways can be used to establish such scores. All

involve judgments, and each involves the collection of scme kind of

data as a basis for the judgment.

1. Normative determination. Although job knowledge and other
work sample tests are generally intended to lead to content-
referenced inLerpretations, cutoff scores may nevertheless
be norm-referenced interpretations. one may determine a
priori that sone specified percenta,, of a specified sample
of people can be assured to be asters. These percentages
are typically exercises in imagination, drawn from the air.
Once the judgment has been made, however, the determination
of a cutting score requires a distribution of scores from
an appropriate sanple of people.

2. Absolute decisions. It is sonetires argued that, if the job
content domain has been properly sampled, and if the test
content domain has added no irrelevancies, anyone who is
really a raster of the content dxain should be able to
pass all items in the tests. This means that the cutting
score for mastery is set at the absolute value of 100%.
Failing even one item results in being classified as a non-
master. The arrogance in establishing such a cutting score
is clear when one considers that even the most carefully
devised examination is subject to scme error of measurement.
hether one comrputes a standard error of measurement or a
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! standard error of estimated ability, or whether one sirply

~arbitrarily makes an allowance for error, some departure

from the 100% mark is allowable as a permissible degree of
error. Even in these circumstances, however, the 100% score

.1is the intended mastery scre; the ;- coal cutoff score is
placed at scmething less than 10P'o to take into account com-
puted or judged errors of measur ment.

3. Decision theory. Decision theoretical models have been
established for cutting scores. These can be illustrated
with reference to Figure 3. If it can be assumed that Type 1

errors of classification are equal in importance and cost to
Type 2 errors of classification, an optimal cutting score --

that is, one which minimizes the errors of classification --

is the point at which the distributions of scores of masters
and the distribution of scores of non-masters intercept.
Borer, Hbffman, Laforge, and Hsieh (1966) and Ibrer,
Ioffman, and Hsieh (1966) have provided procedures for
detenining these cutoff scores with. other loss functions.

4. Estimation of item difficulties. Ebel (1972) has proposed a
knowledge estimation procedure for settinq cuttinq scores.
The procedure requires that the item be classified both in
term of importance level and difficulty level. Within each
group of item so defined, knowledgeable judges determine
or estimate the number of minimally qualified people who
will get the items correct. The passing score is a percen-
tage based on the average of these estimates. Essentially
this same procedure was used by the Educational Testing
Service in determining cutoff scores for certification of
teachers in the State of South Caroline (Educational Testing
Service, 1976); the legal success of the procedure was
established by the fact that this usage was accepted by the
court-s up through the Supreme Court.

It should be en*hasized agzain that none of these methods has special

merit particularly from a measurerent perspective. that is required

is not a statistically or psychomt-rically defensible method, but

rather a consensus among knowledgeable judges that a specific procedure,

and the result of that procedure, is Justified.
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GENERALIZABILITY ANALYSIS

Generalizability theory, as described by Cronbach et al. (1972),

is an application of the principles of analysis of variance to esti-

mate the magnitudes of specified sources of error in measurement.

The simplest design for a generalizability study is a person-by-item

design. That is, variance estimates are obtained for individual

differences across people and for individual differences across

item. An interaction term is also possible, but this is confounded

with random error and becomes an estimte of random error variance.

Much of the total variance in a set of test scores should be attri-

butable to individual differences among people, but some of it is

due to differences in samples of item. The generalizability analysis

in this case identifies total variance as a proportion of variance

due to individual differences among people, variance due to a main

effect of item, and variance due to error.

More complex analyses can be designed for specific situations.
In one cammon kind of situation, a group of people is given a wrk
sample test in each of several different installations, in each of

which there may be several different observers. In analysis of

variance term, persons are nested within observers who in turn are

nested within ii,-callations. Complicating the situation is the fre-

quent assunption that work sample observations made under conditions

of probationary judgrrents generalize to a later time when the work

sample is observed under less severe institutional control. A

check on the assimption requires two conditions of measurement.

The necessary research design can be described in Figur'e 4 with a

Venn diagram identiLeying the potential sources of variance, overlap-

ping circles indicating interactions. Using th2 notation of Brennan

(1977), the design can be identified as p:o:i x c, persors nested
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within observers nested within installations by condition. This

experimental design makes possible seven estimates of variance sources,

one for the total confounding of persons, observers, and installations,

another for the confounding of observers and installations, another

for the effect of installations alone. It will be recognized, at

this point, that no main effect can be determined for persons or for

observers independently of installations; however, a main effect for

installations is possible; if the main effect for installations is

essentially the same as the main effect for the confounding of observers

and installations, it may be assured that differences in installations

contribute very little to the overall variance -- which is as it should

be. lkwever, if the main effect due to installations is not substan-

tially different from the main effect of the confounding of persons,

observers, and installations, then it would also follow that persons

are representing very little contribution to total variance -- which

is not the way it should be in attenpting to measure individual

differences.

Continuing the list of contributions to variance, the study will

investigate a main effect due to condition and three interaction

terms, one for each of the three levels of confounding of persons,

observers, and installations by condition. The interaction terms,

in each -ase, may be taken as error terms and, when one ,,s interested

in measuring the proficiency of persons, effects due to condition,

installation, or observer-installation confounds are all sources of

systematic error variance.

The principal usefulness for work sanple testing of the paradigm

is that it identifies the sources of error and, in so doing, identifies

the limits to which scores on a test may be generalized. Suppose, for

e:a ple, that there is indeed a strong main effect due either to
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installations or to conditions. It would follow then that scores

obtained in one installation under one condition would not generalize

to other conditions. It would be possible, using the Cronbach, et al.

equations, to develop an estimated observed score for specific corrbi-

nations of installations and conditions. Insofar as the interaction

term are relatively small, therefore, a test may be said to be useful

even across circumstances which have in fact a substantial main effect.

If, however, the interaction term are substantial, the error correc-

tions are of questionable reliability and the test lacks dependability

in measurenent.

A generalizability analysis could be used to check on such effects
as racial bias by using ethnic identification as one of the facets or
conditions of measurenent. In military applications, a work sanple

test may be given under highly standardized conditions that are some-

what aseptic. This is desirable fram the point of view of precision

in measurenent, but it poses severe problems from the point of view

of the generalizability of the results of that measurement. Does it

necessarily follow that people who do well under the aseptic condi-

tions of, for exanple, a training post will also do as well under the

imore realistic conditions of performing the same tasks in the field,

in the rain, under conditions of jungle heat or arctic cold, or

perhaps under carIbat conditions? \hile it is highly unlikely that.

an experixrental study will include actual combat conditions, it is

logical to design a qeneralizability study to facet a series of con-

ditions ranging from highly facilitatinq to highly hostile. The

REALTRAIN program (Shriver et al., 1975) offers an exarmple of condi-
tions which are not aseptic but which represent a closer approxination
to conbat than would be true in, let us say, a training center.

Taking the same kinds of observations in both kinds of situations pro-

duces an opportunity to determine the degree to which variations in
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the hostility of conditions account for varianice in the overall

performance of individuals.

The topic of generalizability is of such great importance that

it is singled out for the fourth report of this series.

EVALUATIONS OF WORK SAMPLES

JOB RELATEMESS

The job relevance of a work sample test, particularly if it is

a direct work sample, is almost never seriously cestioned. The

relevance of a job knowledge test, or even of the most highly

abstracted work sample, is usually assured if efforts to assure have

permeated all phases of test development from job analysis through

the choice of scoring procedures. This is the singular beauty of

work sample testing. Of the six requirements for a test to be

accepted as an operational definition of a variable (Guion, 1977, in

press), only two points of question seea. likely to arise.

The first of these is the basic question of the suitability of

the test content universe and domain relative to the job content domain.

If the judgment is that knowledge or abstractable skill is to be

measured, especially if measured by paper and pencil rather than hands-

on methods, the test loses its face validity. It ay be challenged

as being designed more for the convenience of the tester than to test

empirically justifiable prerequisites to effective performance.

Claim of job relevance are more secure if jugments at this step are

considered and explained and the process, reasoning, and degree of

consensus are docuTmented extremely carefully.
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The other point of possible contention is in the scoring. Scor-

ing procedures for a typical job knowledge test, whether traditional

or utilizing latent trait analysis, are likely to be quite straightfor-

ward and, of themselves, be subject to little challenge. Such scores

may, however, be contaminated by irrelevant variables such as reading
ability or specific forms of test wiseness. Plausible hypotheses of

contaminants in direct work sample may change the relevance of these
tests, too. To the extent that such questions seem reasonable, studies
evaluating the construct validity of the test or of the test inferences
from the scores may be necessary.

RELIABILITY

Conventional reliability estimates are as applicable to work
sample tests as to others. one may compute coefficients of stability

or of internal consistency -- remmbering, in the latter case, that

the internal consistency of content-referenced tests need not be par-

ticularly high so long as there is smore. Since the reconnended

procedures have been to include a large enough item pool to permit
the generation of roughly parallel forn, even scmthing similar to
the classical coefficient of equivalence can be (oxputed although the
correlation of independently constructed domain samples is not a

conventional estimate of reliability since they are not strictly

parallel.

Reliability of Mastery Classification. There are also som
special problem in estimating reliability for content-referenced

tests. Many special mthods have been proposed; many of them really
yield estir ates of the reliability of mastery classification schemes

rather tha, estimates of the reliability of measurement (Livingston,
1976). The kappa statistic for correlating nominal data has been
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used, with modifications, by Huynh (1976) and by Swaminathan, Hamble-

ton, & Algina (1974) for determining an estimate of percentage of

agreement in classification that takes into account the agreement

that might be expected solely by chance.

It should be recognized, of course, that the reliability of classi-

fication depends on the placement of the cutting score; Huynh has
pointed out a non-linear relationship between kappa and the cutting

score. As the cutoff score gets larger, kappa increases up to some

maximum, after which it decreases. Test length and test variability
also influence the kappa statistic. Subkoviak (1976) presented a

different method of estimating the reliability of classifications, a

coefficient of agreement defined as the probability that an individual

will be assigned to the same mastery state on parallel tests. The

definition does not require a linitation of only two mastery states.

Reliability of Measures. The reliability of the scores as
measurement, rather than as a basis for decision, has been approached
by different authors in somewhat different ways, but commonly involv-

ing discrepancies between the obtained score and the point on the

score distribution defined as the standard or cutting score. The
analogy to norm-referenced testing is straightforward; in conventional

classical reliability estimation, one is basing the estimate on the

discrepancies between obtained scores of individuals and the mean of

the distribution. Many of these techniques are essentially equivalent

to classical reliability if the cutting score happens to be at the

mean.

Livingston (1972) developed an equation for computing the reliabil-

ity of measuremnt using the equation
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r = + (X-C)
cc 2 2S; + (X-C)

where

r is the content-referenced correction of r

r is the classical reliability coefficient,

2.S is the classical test variance,x

X is the test man, and

C is the standard or cutting score.

More recently, he has extended the basic idea to provide a state-

ment of the reliability of a single score (Livingston, 1976). This

modifies the above equation by setting rxx at zero (to characterize a

joint probability distribution of variation dte to irrelevant condi-

tions) and by replacing the mean of a distribution with an estimate

of the individual's true score. The resulting equation is

r = (T-C) 2
Se + (T-,C) 2

ke

where

r ss is the reliability of the sirgle score of one examinee,
S is the error variance, the square of the standard error of
eV ~measurement,

T is the examinee's estimated true score, and

C is the standard or cutting score.!i
The reliability estimate in this case is, therefore, somewhat analogous

to a statistical test of significance in that the reliability depends
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on how far an individual's true score is from the criterion score.

If the true score and crii rion score are identical, the reliability

in the single score is given as zero.

The estimate of the reliability of content-referenced measures

recommended by the present author has been d veloped by Brennan and

Kane (1977) and conbines the Livingston approach and generalizability

theory. Brennan and Kane pointed out that the X-C term is fundamen-

tally concerned only with errors due to sampling people; if one is
also concerned with errors due to sampling items, as implied by the

entire notion of domain saxpling, a saiewhat more conplex determina-
tion is needed. To be consistent with generalizability theory, they

prefer to call the measure they have proposed an index of dependability

rather than an estimate of reliability.

The classical assumption in psychometric theory is that an ob-

tained score equals a true score plus an error score. Brennan and

Kane start from a more complex linear model:

X Pi + r + p + Bi +  pi I eo(pi)

where

p is the grand mean in the population of persons and universe of

item,

7 is the effect for person p,p
ai is the effect for item i,

Spi is the effect for the interaction of person p and item i, and

eo(pi ) is the error with o representing a replication subscript

Since the ord'nary case of affairs provides only one observation for

each person-item orbination, the error term and the interaction term
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are totally confounded and can for practical purposes be combined.

Frm this initial assumption that an obtained score is a deviation

from a grand mean of possible scores according to the influence of the

characteristics of the person being measured and the characteristics

of the items chosen for measuring him, plus the ubiquitous error,

Brennan and Kane derive an equation for estimating tlhe index of depen-

dability, noted here as Id .

If the items are scored along a continuous scale, an analysis of

variance procedure can be used to estimate Id . tt',ere the items are

scored dichotomously, and the estimation can be simply expressed as

2
n 1 ( C)2 2

~Pi

where

Id is the index of dependability,

n i is the number of items,

I is tz'e grand mean of the item scores (which are either 0 or 1)

oer all persons and all items,

C is the standard or cutting score, and

S2 is the variance of the mean scores of persons over items.Pi

The essential and important feature of this approach is its considera-

tion of errors of sanpling people and of sampling items. For content-

referenced measurement, this double consideration is very inportant.

The final test administered to an individual consists of only a sample

of the items that might have been developed from a domain, a fact with

special nrportance when scores are to be interpreted with reference

to that domain.
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A Coefficient of Accuracy. Before leaving the topic of reliabil-

ity, an interesting new statistic specifically designed for content-

referenced testing is the coefficient of accuracy proposed by Shaycoft

(1977). It is not a reliability coefficient but is an analog of

reliability. Using the exanple of a clinical thermureter with a system-

atic 20 error, Shaycoft argued that the thermometer would not be satis-

factory for its purpose even if the readings it yielded were perfectly

reliable. By analogy, a content-referenced test containing systaatic

error in the scores might yield a high reliability coefficient because

of the systematic error. These observations suggest a need for a new

psychkmetric statement which she called a coefficient of accuracy,

analogous to a reliability coefficient except that it is reduced by

any measurement error, be it randcmn or systematic.

She also proposed an accuracy analog for the standard error of

measurement, and provided a basis for correcting the coefficient of

accuracy for variations in range. With no experience using the

c.)efficie-t of accuracy, the writer is unprepared to nrake recommenda-

tions about it other than to suggest that its implications be studied;

the concept has potentially great practical significance for content-
referenced testing.

MDdern Replacements for Reliability. Particularly in direct work

sanple tests, the errors due to differences aronq observers may

account for a substantial portion of the error variance in overall

scores. .breover, work sanple testing is usually conducted primarily

for the purpose of identifying maxinut potentiality; for this reason,

saie variance might be due to differences in rotivatiopal arousal, such

as differences between conditions of institutional control, which

tend to maxituze notivatloi to pefiond, 'and conditions of field obser-

vation, in which the motivation to perform may be not quite so hich.
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Neither kind of differences, however, fit under the usual rubric

of reliability estimation; tbey are much more appropriately described

under the generalizability rubric.

The generalizability of measurement is an essential characteristic

in work sample testing. Work sanple observations which are highly

dependent upon the place, tim-, or condition of observation, or on

who does the cbserving, are less useful than those that can be de-

pended upon to give cormn results under different conditions. It is

argued, therefore, that generalizability, as the more general case in

reliability estimation, is the critical consideration in the evaluation

of work sample testing.

Latent trait anzilysis produces a precision estimate that also

supersedes conventional reliab-ility, the information function. latent

trait analysis does not p~reclude the use of a generalizability study.

7he primary value of Latent trait analysis is as a scaling procadure;

generalizab-ility analysis investigates the sources of error in

obtained scores, regardless of the metric used for describing those

scores. Generalizability theory estimates the magnitude of various

errors; latent tait theory mininxizes error.

A content-referenced test, constructed and scored according to
the principles of latent trait analysis, can be shown from the test
information curve to have specific limits of probability error at

different score levels. this is an esti-ate of the degree of preci-

sion in m. asurerent; the precision of the estimate itself cannot be

matched by any of the conventional techn4iqes of reliability estinia-

tion.
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VALIDITY

Notions of validity seem almost superfluous in discussions of

work samples, at least of "total job" or "direct" work samples. For

many such tests, only sc-called content validity, described in these

reports as job relatedness, seem important.

1he evaluation ordinarily meant by the term content validity has

already been described here as job relevance. 9he essential evidence

of the validity of scores on a content sample stem not fran statisti-

cal analysis of the scores themselves but fran an evaluative analysis

of the judgmental processes involved in developing the test. As

Messick (1975) has pointed out, what has been called content validity

is better described as content-oriented test development.

The panels of judges who evaluate item in the item analysis are

at the same tine providing the fuel for the evaluations of the test

as a whole. The job relatedness ratio for items, which Lawshe (1975)

called a content validity ratio, can be turned into a job relatedness

index, which is simply the mean of the job relatedness ratio values

of the item in the final form. It is an index nurber, expressed on

a scale from -1 to +1, describing the degree to which knowledgeable

expert judges perceive overlap between the ability to do a job ard

the ability to answer the item of the test correctly.

Construct Validity. Part of what people mean by content validity

is a special case of construct validity. Terefore, disconfirmatory

studies need to be conducted to investigate the possibility that

variance in a set of test scores is attributable to characteristics

other than the kowledge or proficiency inferred from the scores.

For a job knowledge test, this is probably not a terribly serious
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problem. However, as pointed out in the section on job relatedness,

one might encounter the criticism of a given job knowledge test that

scores on the test ame as influenced by ability to read as by know-

'1 ledge of the job. If the job content domain includes a great deal of

reading, such a criticism is not likely to be seriously proposed. If,

however, the job is one in which little or no reading is involved,

then a job knowledge test consisting of multiple-choice items is

likely to be considered contaminated by including a conponent not in

the job content domain and therefore an irrelevant source of variance.

The logic of corztruzt validity needs to be invoked in evaluating

this possible interpretation of obtairnd -cores.

It might be done in either of to ways. One might determine the

readability level of the test and decide whether it is high enough to

reduce the scores of people who are otherwise qualified to take the

job. Or, scores on the test can be correlated with scores on a stan- o

dard masure of reading proficiency If the correlation is high, the

alternative interpretation of scores on the job knowledge test is

supported. If it is low, however, it indicates that only a small

proportion of the total variance in the test scores can be attributed

to reading ability.

A common problem in content-referenced masurement is that an

available sairple is very likely to have low variance among scores;

construct validity studies based on correlational research will yield

low correlations in such saxTles, failin; to show relationships that

my actually exist. For this reason, among others, it has been argued

that content-referenced tests should be developed to yield a reason-

able spread of scores.

Consistency in Domiun_,,pin. In discussing what was called
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content validity, Cronbach (1971) suggested the independent construc-

tion of two tests from the same content dorain and test specifications.

The recommndations for test development in this report called for

developing substantially more than twice as many i temc; as miaht be

needed. his makes it possible to conduct sare item analysis

research, identify and discard poor items, and still have a suffi-

ciently large item pool to permit the allocation of items into two

forms. (This is not, of course, precisely the operation prescribed

by Cronbach, but it does provide similar samples of the domain.) The

validity of the sampling procedure can be assessed by correlating the

total scores on these two independ-it sets of item. More inortant

is that the forms provide an inportant facet in generalizability studies.

Predictive Utility. While there is no great objection to doing

predictive validity studies to determine whether the job knowledge

test does in fact predict future performance, neither is there any

particularly good reason for doing so. While a high predictive

validity coefficient between scores on a work sarple and som later

measure of performance suggests additional evidence of the construct

validity of inferring proficiency from work sample scores, a low

predictive validity coefficient would not cast doubt on the validity

of such inferences. Rather, it would cast doubt on the validity of

inferences from the criterion measure; unless the criterion is another

work sample, or the same work sanple observed under other conditions

(i. which case we are discussing a generalizability nodel), the

criterion is unlikely to be as carefully constructed or as job related

as the work sample itself. It is truie that the logical foundation for

using a job knowledge test for placement decisions is an implied

prediction. Nevertheless, the implied prediction is sirply that, if

a high scoring person is placed on a --oh-, h ai.ll be able to do the

job ir~Mediately.
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Criterion-related validation can be useful in evaluating abstracted

work samples or job knowledge tests. Although abstractions, such tests

are intended to be used for inferring proficiency. Beginning with the

definition of a job content universe to the definition of a test con-

tent domain, the assumption and development of a job knowledge test

or other abstraction has consistently been that the knowledge or skill

being tested is an essential prerequisite to successful performance on

the job. This is a hypothesis; it is a hypothesis that performance on

one variable, such as job krwledge, is related to performance on a

different variable, proficiency. his is a correlational hypothesis,

and it should be tested following the principles of criterion-related

validation. Such a study may not be necessary if there is sufficient

agreement among qualified judges that the knowledge tested is indeed

prerequisite to effective performance.

St 14RY: PRINCIPTES OF WORK SAMPLE TESTING

his paper has concentrated on the application of general princi-

ples of nmasurement theory and on general principles of the evaluation

of psychological measurement to the construction and evaluation of

work sample measures of performance proficiency. It started with an

emphasis on job analysis as the foundation for work sample test devel-

opment, and it continued with idealized suggestions for test construc-

tion and evaluation for various degrees of work sample abstraction,

that studils may be needed to demonstrate that performance on an

abstract work sample is consistent with performance on the job itself.

The greater the degree of abstraction, the greater the necessity for

uipirical verification of that relationship.

In sur-nwry, seven principles can be drawn from this report which

should be observed i the evaluation of work sample tests:
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1. The dioice of a job content domain needs to be justified.

The job content donai is a portion of a total job content
universe. It is chosen on the basis of expert judcnent,
not because it is representative of the universe, but
because it is an inportant or salient aspect of the universe
for the purposes of the decisions that are to be based on
the testing. In a situation in which some aspects of the
job content mist be learned after one is placed on the job
(Gael, 1977), a selection or certification test should not
include those portions of the job content universe. Rather,
it should be restricted to a domain of job skills or know-
ledge or activities that a candidate for the job is expected
to bring to it. Other kinds of purposes may impose other
kinds of restrictions. For skill qualification testing, the
restrictions should probably be minimal; that is, to certify
coapetence to perform a job, the job content domain should
probably be close to the total job content universe. It
might still, however, represent a substantial amount of
abstraction from that universe to eliminate redundancies,
or to enphasize the most inportant aspects of the universe,
or for other reasons. Any condensation of the job content
universe into a smaller job content domain should be accom-
panied by careful documentation of the reasoning used, and
it should also record the reliability of the independent
judgments of panel aembers and the degree of consensus
achieved through panel discussions.

2. The test content domain and the job content domain should be
as congruent as possible. Measurermnt of that congrunce
is a ,mptter of julgment. Numerical indices like Cronbach's
correlation of independently developed content sanples, the
Lawshe content validity index, or the Rovinelli-Hamrbleton
index of test-objective congruence may all be used, but
none of them should be taken too seriously. For one thing,
the two domains are defined in abstract tnrns and any actual
attenpt to make them literally measurable would probably
distort them. For the other, the inportant evidence oon-
sists of the judgments of qualified experts, not of statis-
tical indices. Such indices are valuable, but they are
valuable precisely because they provide a mans by which
expert judgments may be systematically collected and analyzed.

3. Scoring procedures should approximate formal, fundamental
maasurement as much as possible. Special care should be
taken to assuro that scores are indeed established along a
transitive scale ot ma LkswQTu nt. !it practice, any set of
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nunbers ultimately assigned is, of course, mathematically
transitive; that is, if individual a gets 10 points, b gets
15 points, and c gets 20 points, then obviously b has a higher
score than a, c has a higher score than b and also has a high-
er score than a. If, however, the 10, the 15, or 20 points
earned are earned on quite different bases, it does not
follow that b is necessarily .rore proficient than a, or that
c is more proficient than b, or that c is more proficient
than a, even if the other Evo statemeAts were true. Obviously,
the call for transitivity is a call for reasonable homogeneity
or functional unity in the system of scoring. If this unity
cannot be achieved, individual subsets of scores should be
obtained; the importance of having such subsets can be
inferred from their intercorrelations. It is better to try
to develop the subsets and find out they are not necessary
because of high intercorrelation than si.-ply to assure that
the overall score is sufficiently homogeneous.

4. Levels of proficiency should be measured: scores should not
be merely dichotomies. Test construction, particularly
following the recomrendatiors of this report, is too expen-
sive in time and resources to allow the deliberate loss of
information caused by dividing an entire distribution of
scores into just two parts. 1v using continuous scoring, a
test can continue to be used even when standards change
(as for different levels of a cornon career ladder or in
response to new circunstances). Moreover, most of the appro-
priate procedures for evaluating the test -- reliabilities,
information functions, construct validities, ceneralizability
coefficients -- require variance along a continuous scale of
misurement.

5. The opportunities for irrelevant influences on individual
scores should be at a minimum. In.3ofar as all testinq proce-
dures are carefully standardized, and insofar as there is
some variability in performance, this principle is essentially
an admonition to check for violations of the assunption of
construct validity. It is bctter, haever, to recognize that
work samrple tests may, in a well prepared sample of subjects,
result in very low variances, in which case investigations
into alternati, cons-truct explnations are difficult. Even
in these cases, however, it is very important to make the
effort to ascertain the possible influence of attributes of
observers, attributes of conditions, or simply irrelevant
attributes of the people being rieasured on the performance
6f ".. .wor .. . . e...........
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6. work sample scoring, if the test is to be used in an organi-
zation with diverse locations, should be standardized on a
scale of reference that is applicable to an organization-
wide population. Sce form of content standard score is
preferable to a standard normative scale of measurement.
hile normative interpretations may not be irrelevant for

many uses, the principal meaning of a set of work sample
scores should be inherent in the content of the test. Number
or proportion of item answered correctly, number of points
awarded on an observer scoring form, or simply a dichotomous
pass-fail notation may be seen as roughly a content standard
score. Nevertheless, more sophisticated procedures can and
usually should be used, such as latent trait scaling, or
keying scores to special Guttman scales, or functional scaling.

7. Scores from work sanple testing in the usual conditions of
institutional control must generalize not only to field set-
tings but to a variety of field settings. Work sample testing,
before it is made operational on a large scale, should b
subjected t- appropriate generalizability analysis.

'lte recomrendations of this report for work sample testing are

extensive; following all of them for very many jobs would be prohibi-

tively expensive and laborious. The use of a panel of experts from

the beginnings of job analysis to the completion of test development

would ccme to countless mahours of deliberation. The recommended

calibration by latent structure analysis and evaluation by generaliz-

ability studies could cost many thousands of dollars for data collection

alone. The expenditures of tine and money may be justified for certain

extremely critical jobs, but not for many. Moreover, the world of

measurement does not contain enough test development specialists to

conduct such intensive campaigns for effective work sample measurelrent

for more than a few very important job categories.

The conclusion is inescapable that short cuts are needed. If a

work sample were developed according to all of the recomnendations in

this report, its iob relevance and (where it matters) its validity
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would be unquestionable. But will this be true if short cuts are

taken? It probably will be with some short cuts, but we don't know

which ones are "safe." The report has spoken repeatedly of abstract-

ing from universes and domains; the job of developing work sample

tests has a total job content universe as does any other, and short

cuts represent similar abstracting. Miat short cuts or abstractions

will yield work samples, direct or abstract, as unquestionable in

relevance and validity as those developed without cutting corners?

It is an epirical, not a rhetorical, question. Systematic studies

are needed to compare work samples developed by simpler procedures to

model work samples devreloped by +he more elaborate procedures outlined

in this report.

The most important questions, however, are not questions of

procedural simplification. They are qiestions of the optimal or per-

missible kinds and levels of abstraction from a job or test content

domain in the development of abstract work samples or job knowledge

tests. It is a problem in generalizability. Will abstractions of •

one, developed by one set of rules, generalize more or less well than

abstractions of a different kind, or developed by a different set of

rules, to model work samples developed with very little abstracting at

all?
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